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#### Abstract

Objective: The proposed approach is based on producing new irreducible polynomials that help reduce the drawbacks of traditional cryptosystems. This work demonstrates the proposed model's efficiency and applicability, which could help researchers and practitioners investigate the proposed model in different cryptosystems and other related systems. In addition, the structure of the proposed polynomial function can be implemented in different cryptosystems with lightweight processing. The primary objective of this work is to present an efficient irreducible polynomial equation that can be implemented with lightweight cryptosystems.

Methodology: The proposed work is based on computing an irreducible polynomial, which is no more than two power multiplications. The structure of the proposed irreducible polynomial is carried out by using the exhaustive search approach and experiment. The mathematical function of the new standard polynomial is applied to generate a vital sequence of the proposed cipher algorithm.

Various quantitative and statistical methods are applied to decision sciences at the individual and population levels.

Findings-. The generated sequence keys are examined and analyzed using different statistical tests. The analysis output showed a significant random behavior of the generated sequence keys of the proposed cipher algorithm compared with the original cipher algorithm.

Novelty: This work considers a new approach based on the results, the proposed model's originality, and uniqueness in the literature. This work introduced a new standard polynomial function for a lightweight cipher algorithm that was implemented to develop a new lightweight cryptosystem for the digital information encryption process. The current cryptosystems suffer from computational complexity, which exceeds the quadratic power multiplication. Thus, this work presented a new design of the digital information encryption process, which contributed to solving traditional cryptosystems' cost and performance problems.
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## 1. Introduction

Mathematical models are the primary basis of every issue that can be solved based on different equations. The complexity of the cryptosystem can be achieved by increasing the level of the randomness process of key generating (Kubba \& Hoomod, 2020; Shukur, et al., 2023). The main idea of the randomness approach for cipher algorithms of sensitive information is based on producing new keys in each iteration of the encryption process (Shukur, et al., 2021). From the security concern of complexity, performance, and independence, the keys generation should be high randomness of a candidate cipher algorithm (Lu, et al., 2023).

Diverse cipher algorithms are designed and developed to achieve security matters for digital information (Abdullatif, et al. 2018; Ali, et al., 2022). In contrast, most cipher algorithms encounter a significant obstacle during the encryption process: the high computational cost complexity (Kubba \& Hoomod, 2019). Thus, digital information encryption process applications needed a new and efficient approach suited for such cryptosystems (Abdullatif, et al., 2019; Akif, et al., 2021). In addition, most cipher algorithms' simple and low computational complexity should consider the trade-off between the computational cost and performance. Furthermore, the characteristics of an efficient cryptosystem should involve the execution time and randomness of the system against the cryptanalysis (Kubba \& Hoomod, 2020). Different cipher algorithms are considered lightweight for procedures requiring low computational cost (Ghazi, et al., 2021). The mathematical model of such algorithms is considered simple, and the encryption processes require a small execution time for the algorithm iterations. However, such cryptosystems still require more development and enhancement with a new mathematical model for producing an efficient encryption process.

Therefore, a new standard model should have characteristics such as easy to evaluate and validate the original issue. The characteristically of such a model can be built via a relatively slight number of variables and constants that formalize and estimate the input-output relation of the original issues under study. In addition, the standard model should consider the low cost of estimating and processing the uncertainty of the original seeds (Lüthen, et al., 2021).

Irreducible polynomials, such as cryptosystems and other science and technology systems, play a crucial role in information technology. Despite this, Irreducible polynomial functions are still considered complex models, and searching for a simple irreducible polynomial is still a significant concern. Developed cryptosystems of applied science have worked on adapting polynomials of the highest complex degree but also processed at a high cost. Hence, the core problem is that most known algorithms for the irreducible polynomials are inherent in quadratic modeling complexity. Moreover, adapting quadratic function required high costs of resources for construction and increased significantly with the degree of irreducible polynomials complexity (Beletsky, 2021).

Therefore, this work will present a new standard polynomial function to reduce and solve the complexity of the digital information encryption process. In addition, a variety of quantitative and statistical would be applied to decision sciences at the individual and population levels.

This study is organized as follows. Section 2 describes the theoretical background for categorizing the polynomial basics and the literature frameworks. Section 3 proposes an irreducible polynomials model and a proposed cryptosystem. Section 4 discusses the results, and finally, Section 5 explores the conclusions of the work.

## 2. Theoretical Basis

The polynomial function is one of the most widely applied computational models in computer science. Polynomial is a mathematical expression including constants and variables with different powers multiplied by coefficients. The functions are designed based on basic operations: addition, subtraction, multiplication, and division (Weisstein, 2002). A proposed post-quantum method is developed for public key cryptosystems based on polynomial equations over a noncommutative algebraic method (Hecht, 2020). Some studies examined polynomial equations over the Galois field (GF) and can design a robust key sequence module that would transform the essential seed of arbitrary length to a specific number of defined round keys in parallel 1 (Liu \& Niu, 2022).

The core perception of information theory is the complexity that shapes the variants and imagines the object in more ingredients required to construct, create, or derive it. Recent works have examined the complexity as distant in computer science and applied sciences for developing systems in various areas (Mück \& Yang, 2022). The understanding of complexity can be defined in terms of polynomial equations (Devi, et al., 2022). In mathematics, polynomial equations are considered as a family of any two different polynomials representation in a similar sequence to each other below some internal product operation (Kyriienko, et al., 2021). One of the important representations related to polynomial functions of degree $n$ in one variable $x$ with constants through a finite $\mathrm{GF}(\mathrm{p})$ is the illustration of the category of factorization of the polynomial $n(x)$ (Brochero-Martinez, et al., 2019). GF arithmetic is holding a finite number of variables conflicting with calculation in a field of rational numbers. In addition, GF is implemented in various applications, including in classical encryption systems such as block cipher, cryptography algorithms, keys scheduling, and the design of applied sciences. A simple polynomials equation over a GF of uninformed features can be formed by the product of two variants of irreducible polynomials with a previously unidentified degree.

Some theoretical studies proposed an efficient computational model of constricting and developing functions for factorizing the degree of a standard polynomial (Kumbinarasaiah, 2021). The efficient model should be factored in to provide minimum computational complexity (Bielenova, et al., 2022; Kuang, et al., 2022). Thus, there is a need to construct and design a reduced polynomial function for solving the computational complexity, which involves two equations with unknown degrees of factors (Beletsky, 2022).

The theoretical basis for representing the standard irreducible polynomials can be shown in two forms. The first form is based on algebraic, as illustrated in function 1, and consists of a group of coefficients $\alpha$ and x of the irreducible polynomial.

$$
\begin{equation*}
f(x)=\sum_{k=0}^{n} a_{k} x^{k}=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{k} x^{k}+\ldots+a_{1} x+a_{0} . \tag{1}
\end{equation*}
$$

The second form is mainly based on the vector formula, a group of coefficients $\alpha$ of the irreducible polynomial consisting of zero coefficients to the absent monomials of series systems, as illustrated in function 2. The second form is shown as a problem of the existence of monic irreducible polynomials through successive zero coefficients.

$$
\begin{equation*}
f_{n}=a_{n} a_{n-1} \ldots a_{k} \ldots a_{1} a_{0} . \tag{2}
\end{equation*}
$$

Thus, new irreducible polynomials will be presented in this work to reduce and solve the complexity of factorizing the degree of polynomial equations.

## 3. The Proposed Irreducible Polynomials

Below are the primary model of the novel standard polynomials and the proven tables of how it calculated and satisfied the main conditions of the Irreducible Polynomial states.
Using the Gaussian Field (GF) of two bits, the Irreducible Polynomial states are considered as [00, $01,10,11]$. They will be calculated based on the following multiplication operation of GF, as shown in Table 1.

Table 1. The multiplication operation of $\mathrm{GF}(2)^{2}$

| $\boldsymbol{O}$ | $\mathbf{1}$ | $\mathbf{x}$ | $\mathbf{x + 1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | x | $\mathrm{x}+1$ |
| x | x | $\mathrm{x}^{2}\left({ }^{*}\right)$ | $\mathrm{x}^{2}+\mathrm{x}\left({ }^{*}\right)$ |
| $\mathrm{x}+1$ | $\mathrm{x}+1$ | $\mathrm{x}^{2}+\mathrm{x}\left({ }^{*}\right)$ | $\mathrm{x}^{2}+2 \mathrm{x}+1\left({ }^{*}\right)$ |

Table 1 represents the distribution of x variables and constants of the proposed Irreducible Polynomials. From table 1, the row and column of element Zero do not exist in our Computations. Thus, the terms in Table 1 are constructed based on [01, 10, 11] as the sequence elements [ $1, \mathrm{x}, \mathrm{x}+1$ ]. The terms obtained via the multiplication operations of GF in Table 1 were considered into two categories. The first terms are constants, which are $[1, \mathrm{x}, \mathrm{x}+1]$ and are considered the primary keys of the Irreducible Polynomials. The second terms, equal to or exceeding $x 2$, should be excluded from the table where the primary condition, Irreducible Polynomials, should contain elements less than the proposed GF function, where considered as $\mathrm{GF}(2) 2$ in our proposed function. Therefore, the terms in Table 1 that are considered out of the proposed irreducible polynomials are denoted with a unique mark (*). However, these terms are considered the problem of computing the Irreducible Polynomials, and the proposed work is based on solving this issue and building a new model for the standard polynomial functions.

### 3.1 The New Model of The Standard Polynomial Functions

Before starting to build our model, the terms of Table 1 are considered the critical keys that should be processed to find the solution of the proposed irreducible polynomials. To solve the problem
above, we inserted only one integer (+1) for each term of Table 1 , as shown in the following polynomial equations:

$$
\begin{align*}
& X^{2}+1  \tag{3}\\
& X^{2}+X+1  \tag{4}\\
& X^{2}+X+1  \tag{5}\\
& X^{2}+2 X+1+1 \tag{6}
\end{align*}
$$

The proposed four equations above are determined based on Table 1, where each irreducible polynomial equation is denoted by the mark $\left({ }^{*}\right)$ and rebuilt by adding +1 for each formula, as shown above. In this work, we proposed a new standard irreducible polynomial equation that satisfies the required conditions, such as the occurrence of each polynomial term must be equal, that is:

$$
\begin{equation*}
\mathrm{X}^{2}+\mathrm{X}+2 \tag{7}
\end{equation*}
$$

To prove the success of applying the proposed standard irreducible Polynomial, the devising operation for all states will be applied as follows:

$$
\begin{align*}
& \left(\mathrm{X}^{2}+\mathrm{X}+2\right) /\left(\mathrm{X}^{2}+1\right)=\mathrm{X}+1  \tag{8}\\
& \left(\mathrm{X}^{2}+\mathrm{X}+2\right) /\left(\mathrm{X}^{2}+\mathrm{X}+1\right)=1  \tag{9}\\
& \left(\mathrm{X}^{2}+\mathrm{X}+2\right) /\left(\mathrm{X}^{2}+\mathrm{X}+1\right)=1  \tag{10}\\
& \left(\mathrm{X}^{2}+\mathrm{X}+2\right) /\left(\mathrm{X}^{2}+2 \mathrm{X}+2\right)=\mathrm{X} \tag{11}
\end{align*}
$$

Table 2. The final parameters and representation that satisfy the standard irreducible polynomial.

| $\mathbf{O}$ | $\mathbf{1}$ | $\mathbf{x}$ | $\mathbf{x + 1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | x | $\mathrm{x}+1$ |
| x | x | $\mathrm{x}+1$ | 1 |
| $\mathrm{x}+1$ | $\mathrm{x}+1$ | 1 | x |

Table 2 illustrates the number of occurrences of each parameter of the proposed Irreducible Polynomials, which is circled by three parameters [1, $x, x+1$ ], and the number of occurrences is 3,3 , 3.

### 3.2 The Proposed Cryptosystem Based on New Mathematical Model

This section will introduce a proposed developed key generation based on a new standard polynomial function. The key generation of the LED-128 algorithm is proposed for enhancement based on irreducible polynomials. The new method of using a novel irreducible polynomial with the key generation of the suggested LED algorithm enhances the performance and keeps the computational cost at a minimum. Figure 1 displays the block diagram of the proposed key generation based on the new polynomial function implemented with Led algorithm operations.


Figure 1. Block diagram of the suggested LED-128 algorithm.

The new standard polynomial function is implemented into the key generation of the suggested algorithm to minimize the gap between the complexity and the computational cost to present strong keys that add more robustness to the cipher LED algorithm. The proposed key schedule consists of 128 bits and is XORed with the plaintext input. The processes of key schedule states and the proposed encryption operations are illustrated in Figure 1. The key generation is produced based on the polynomial equation illustrated in section (3).

The generated keys are XORed with plaintext, and all key states are XORed with the round encryption operations. The round encryption operations contain four main layers: add constants, sbox, shift rows, and mix columns. The round operations of the LED algorithm will be XORed with the proposed key schedule at 32 rounds to produce a strong cipher text.

## 4. Results and Analysis

In this section, different analysis metrics and tests are implemented and programmed using Python language. The dataset used in the analysis is based on experiment text data of sensor devices collected through Raspberry Pi 3 device and stored as text files. The text of the data set is constructed as a block size of 64 bits. Various statistical metrics for examining the pseudorandom sequence of the keys generated through the proposed function produce efficient and good randomness properties of cipher algorithms (Hao \& Min, 2014).

### 4.1 Analysis of NIST's Tests

The NIST statistical metrics were selected as the main prevalent, standard, and commonly applied for pseudorandom sequence tests (Zubkov \& Serov, 2019). This work uses the 15 NIST metrics to compare the keys generated through the newly proposed polynomial function with the keys generated through the standard function. The experimented metrics are executed based on a critical sequence of 1000 bits size and divided into a block size of 64 bits ( $\mathrm{m}=64$ ). Table 3 shows the results of the 15 NIST suite tests for the proposed Polynomial and Standard polynomial sequences.

Table 3. The 15 NIST metrics of the polynomial bits sequence.

| Tests | Standard Polynomial <br> sequence | Proposed Polynomial <br> sequence |
| :--- | :---: | :---: |
| Frequency Analysis | 0.002 | 0.36 |
| Block Frequency Analysis | 0.003 | 0.32 |
| Cumulative Sums Analysis | 0.012 | 0.46 |
| Runs Analysis | 0.02 | 0.23 |
| Longest Run Analysis | 0.003 | 0.34 |
| Rank Analysis | 0.05 | 0.05 |
| FFT Analysis | 0.01 | 0.34 |
| Non-Overlapping Analysis | 0.02 | 0.13 |
| Overlapping Template | 0.01 | 0.36 |
| Universal Analysis | 0.02 | 0.32 |
| Approximate Entropy Analysis | 0.01 | 0.23 |
| Random Excursions Analysis | 0.25 | 0.58 |
| Random Excursions Variant | 0.21 | 0.47 |
| Serial Analysis | 0.08 | 0.21 |
| Linear Complexity Analysis | 0.15 | 0.67 |

Table 3 explains 15 tests of the NIST statistics results from the standard and the proposed polynomial sequence. The result f is based on NIST metrics, and the randomness standard is measured via the key value $(\alpha)$ that thresholds the default value ( 0.01 ). A P-value represents each metric, and if the $P \geq 0.01$, then the sequence of bits should achieve the efficient randomness properties; otherwise, if $\mathrm{P}<0.01$, the sequence of bits does not pass the test, as illustrated in the following table. The results of the 15 th matrices indicate that the proposed polynomial sequence obtained the highest P -values, and all tests were $>0.01$. At the same time, the standard polynomial sequence gained less than the P -values of the tests as the proposed polynomial sequence. Therefore, the $15^{\text {th }}$ NIST test that examined the bits sequence showed a highly significant level of the generated
keys through the newly proposed polynomial equation and presented unpredictability properties that meet the requirements for a good cipher algorithm.

### 4.2 Correlation Coefficient Analysis

The correlation coefficient analysis (CCA) examines the link between two sequence bits, and the result of this test shows a degree that lies from -1 to +1 . The degree considered within +1 represents a positive relation, while the degrees within -1 represent a negative relation. This metric is implemented broadly in cryptoanalysis and mathematical metrics for testing the reliability and robustness of a specific bits sequence in cryptosystems(Kamal \& Tariq, 2019). This work examines the analysis based on Four different bit sequences, as shown in Table 4 below.

Table 4. The CCA of the standard and the proposed polynomial sequences.

| Equations | State1 | State2 | State3 | State4 |
| :---: | :---: | :---: | :---: | :---: |
| Standard | 0.23 | 0.14 | 0.03 | 0.31 |
| proposed | -0.42 | -0.21 | -0.46 | -0.42 |

Table 4 examines four tests of the CCA from the standard and the proposed polynomial sequence. The CCA is computed based on the standard's relationship between two different polynomial sequences and the proposed method for Four states. The result shows that CCA degrees produced significant confusion and diffusion of the proposed polynomial equation.

In addition, table 5 shows the metrics results of the 15 NIST tests for the cipher text of the proposed LED cipher algorithm and the Standard LED algorithm.

Table 5. The 15 NIST test metrics results of the cipher text.

| NIST Tests | Cipher text of <br> LED algorithm | Cipher text of the proposed <br> LED algorithm |
| :--- | :---: | :---: |
| Frequency Analysis | 0.02 | 0.07 |
| Block Frequency Analysis | 0.15 | 0.25 |
| Cumulative Sums Analysis | 0.13 | 0.24 |
| Runs Analysis | 0.01 | 0.04 |
| Longest Run Analysis | 0.02 | 0.16 |
| Rank Analysis | 0.04 | 0.14 |
| FFT Analysis | 0.01 | 0.43 |
| Non-Overlapping Analysis | 0.24 | 0.57 |
| Overlapping Template Analysis | 0.01 | 0.23 |
| Universal Analysis | 0.23 | 0.48 |
| Approximate Entropy Analysis | 0.01 | 0.07 |
| Random Excursions Analysis | 0.12 | 0.64 |
| Random Excursions Variant Analysis | 0.07 | 0.26 |
| Serial Analysis | 0.25 | 0.12 |
| Linear Complexity Analysis | 0.38 |  |

Table 5 shows the 15 NIST test statistics results from the cipher text of the LED and proposed LED algorithms. The outcomes of the 15 metrics illustrate that the cipher text of the proposed LED algorithm gained the highest P-values, and all tests were > 0.01. At the same time, the cipher text of the LED algorithm obtained less than the P-values of the tests as proposed LED cipher text. Therefore, the 15 NIST tests showed a highly significant level of the generated keys through the proposed LED algorithm based on a new polynomial equation and produced unpredictability properties that meet the requirements for an efficient cipher algorithm.

## 5. Conclusion

This work presented a new polynomial equation for lightweight encryption algorithms. In addition, the proposed polynomial equation was implemented to enhance the key schedule of the LED cipher algorithm. The results indicated that the developed LED cipher algorithm based on the proposed polynomial equation has noticeable degrees of randomness compared to the standard cipher algorithm. The proposed approach is based on adding a new layer to the key generation of the LED algorithm, which produced a high confusion-diffusion of the cipher text. Thus, the proposed polynomial function is considered more efficient for lightweight cipher algorithms and produces high randomness behaviour which is proper for generating unbreakable keys of the Digital Information Encryption Process.

The measurement tools and statistical tests designate that the key schedule generated from the developed LED algorithms was more random and secure than the standard key schedule. This indicates that the proposed new polynomial equation strengthens the key schedule and produces efficient performance with the digital information encryption process.

This work occupies an essential trend in mathematical models and cryptography. Most mathematical models are complex, and their equivalent variants are complicated. Recently, nonlinear mathematical models have been conducted and developed to be connected with powerful digital encryption techniques. Thus, most recent works are based on polynomial equations and nonlinear mathematical maps. Hence, this work proposes a new standard polynomial that seems more efficient and can be implemented in different fields and systems, such as lightweight cipher algorithms. Various quantitative and statistical methods are applied to decision sciences at the individual and population levels. In contrast, previous works reported that some polynomial functions are considered complex and produce limitations in lightweight digital cryptosystems. The proposed standard polynomial is analyzed and tested based on mathematical and statistical tests, considered efficient for such cryptosystems. Moreover, various tests can be implemented to show the efficiency of the proposed polynomial equation in other fields. To extend the theory developed in this paper, one could apply some advanced econometrics, for example, portfolio optimization (Bai, et al., 2009; Li, et al., 2021), stochastic dominance (Bai, et al., 2011; Bai, et al., 2015), and causality (Bai, et al., 2018) to the theory developed in this paper and apply the theory developed in our paper to some important issues, for example, energy (W. Ali, et al., 2022; Arfaoui \& Yousaf, 2022), bank (Abbas, et al., 2022; Nhan, et al., 2021; Noman, et al., 2023), capital market (Mahmood, et al., 2022; Suu, et al., 2021; Trang, et al., 2021), economic growth (Chang \& Zhang, 2022; Chisadza \& Biyase, 2023), and many others.
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