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Themain purpose of this paper is to improve on the conceptual as well as themethodological aspects of BSC as a quantitativemodel
by combining elements from traditional balanced scorecard (BSC) thinking with the SystemsThinking.This is done by combining
short and long term aspects ofmeasurements.The result is then used to build and construct a balanced scorecardmodel for strategic
learning with the specific aim to maintain satisfied customers and motivated employees. Strategic planning, operational execution,
feedback, and learning are some of the most important key features of any performance measurement model. This paper aims to
address not only the conceptual domain related to BSC, that is, learning and system dynamics causality and feedback, but also the
methodological domain concept of precision solved by differential equations. Our results show how a potential move from a static
strategic vision map to a linked and dynamic understanding may be not fully realistic but very useful for learning purposes. The
new knowledge obtained from the learning feedbacks fertilizes both decision discussion and decision-making and what may be
required in order to move to the next level of BSC and system dynamics integration.

1. Introduction

Thepaper is a response to the increasing interest in using BSC
for decision making, for planning, and for strategic learning.
Within the last few years, surveys have shown increased
utilization of BSC for operational purposes and an increased
interest in using BSC as a holistic decision and planning
tool [1–3]. This is also documented in some of the related
issues that are moving up the research agenda such as the
increased interest in performance management systems in
general [4] and the tendency towards and benefit of using and
linking together several accounting models or practices [5–
7], known as “packages of accounting models” [8]. We also
note increased interest in “fact-based-decisions” discussed
through the concept of “business analytics” proposed byDav-
enport [9]. And over the years, several recommendations
have been given for researchers to draw upon a broader set of
theories and disciplines when developing and testing hypoth-
eses about different phenomena [4, 10–14]. This would create
what Merchant et al. [13] call “the reduction of disciplinary
parochialism.”

Despite the development of dozens of ideas and tech-
niques for measuring not only intangible assets but also the
connection between financial and nonfinancial performance
measures, it is still an open question how these measures
can be used for predictions [15, 16] and for improving future
financial performance [17, 18].

BSC has developed into a comprehensive feed forward
model called the “Closed-Loop Management System” [19,
20] in which relations between key performance indicators
(KPIs) can be subjected to statistical tests and correlation
analyses.

Also, the necessity of incorporating the dynamic effect
into accounting has been pinpointed many times. For exam-
ple, Teece [21] proposes the concept of “dynamic capabilities,”
that is, the ability to sense and to seize opportunities quickly
and proficiently. Ittner and Larcker ([12], p. 401) specifically
refer to system dynamics as a promisingmethodology by say-
ing that “dynamic aspects of managerial accounting practices
largely have been ignored in prior studies.” Further, Norton
([22], p. 4) has referred to system dynamics by saying that
“The systems approach is the perfect discipline to describe and
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evaluate business strategy. It is particularly appropriate for the
complex structures which are emerging in the new economy.”
This is also indicated by the need for being both dynamic and
flexible in order to accommodate strategic change [23].

Sundin et al. ([24], p. 237) also conclude this by saying
that “So while there may not be a statistical causal relation,
people may believe that there is one, and the MCS is built on
that premise; as such it is a social construction. Consequently,
researchers may not know whether people know or are even
interested in whether the assumptions are statistically correct.
So, even a belief in causality may be enough for a BSC and rela-
tedmechanisms to work and if this belief dissipates, then poten-
tially the basis for management control is reduced.”

Directly related to Sundin’s remark, on which we agree,
we also hold the position that genuine causality (short term)
may very well exist (not being a social construct) even if it is
not possible to be established by normal statistical means.

The key research question in this paper is therefore “How
can Systems Thinking add value to the discussion of BSC as
a strategic learning model by increasing scope and differentia-
tions within the conceptual domain, and at the same time incr-
easing the precision with respect to measurement and control
within the methodology domain.”

The road for doing this is what Brinberg and McGrath
[25] call an “experimental path” and in its final stage it will res-
ult in a “study-design” that could be used for future research
as shown in Figure 1.

Or more specifically, we want to demonstrate how a
decision-maker can use such a model for investigating a lean
strategy by changing a few important KPIs using items such
as nonlinear time-lags, causality, and feedbacks in the system
dynamic setup. The process for obtaining this is what Brin-
berg and McGrath [25] call the “experimental path,” where
the main idea is to build a “study-design” and implement it
by using it on a set of events within the “substantive domain.”

The concepts of the system dynamic philosophy are pri-
marily centered on a certain understanding of causality in a
systems setting. System dynamics offers a new generic type
of structural embedding for thinking about causality, where
causes are essentially treated as pressures (rates) which, by
integration and over time, change the states (levels) of the
system, resulting in aggregate patterns of behaviour. Our res-
earch framework is shown in Figure 2.

Thus, system dynamics does not, and this is important,
offer one “grand theory”; instead each model is a theory by
itself. System dynamics is concerned with aggregate social
phenomena and not individual actions. Due to the level of
the aggregation aspect, system dynamics is closely linked to
Simon’s [26] “principle of bounded rationality,” which draws
attention to the cognitive limitations of the information
gathering and processing powers of human decision-makers.
Bisbe et al. [27] also discuss BSC as a model or as a construct
whichmay be specified as either a formativemodel (i.e., there
exists a census of the indicators required) or as a reflective
model (i.e., the construct is a sample of interchangeable
indicators).

By addressing the research question above, the paper
makes three contributions. First, it demonstrates the use of
SystemsThinking on a BSC model in a dynamic perspective,
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Figure 2: Our research framework.

incorporating the concepts of stocks and flows. In doing so,
the paper also answers Ittner and Larcker’s [12] call for using
System Thinking for managerial practices and also Norton’s
[22] more specific idea of using system dynamics for BSC.
Second, by focusing on “scope” and “differentiation” within
the “conceptual domain,” we demonstrate the feasibility of
using Systems Thinking to increase the purpose area of BSC
by supporting BSC with the facility of strategic learning and
feedback, elements that have been on the research agenda for
over thirty years [28, 29] and which were also pinpointed by
the inventors of BSC [20, 30, 31].Third, based on the formula-
tion and the technical design of themodel, we show that using
the facilities of system dynamics for formal equations defini-
tions including time-lags, causality, and feedbacks enables the
decision-maker to evaluate potential elements in the financial
perspective over a specific planning horizon, which would
make BSC a unique managerial instrument in the future.

The rest of this paper is structured as follows. Section 2
presents the conceptual domain for BSC with focus on earlier



Advances in Decision Sciences 3

literature related to valuation and measurement within per-
formance. Section 3 deals with the methodology domain and
BSC thinking related to the system dynamics modeling phi-
losophy. In Section 4 we present the model building process
and the “study-design”. In Section 5 we design the strategic
learning scenarios, and finally in Section 6 we discuss the
results together with some conclusions and give suggestions
for further research.

2. A Literature Review:
The Conceptual Domain

2.1. Estimation Challenges between a Few Single Performance
Measures. The purpose of this section is to review some of
the specific measurement problems mentioned in the per-
formance literature and related to a quantitatively designed
BSCmodel.These issues include items such as type of estima-
tion, cause-and-effect, time-lags, feed forward and feedback
assumptions, and the strategic learning element. Kaplan and
Norton ([19], p. 159) explain strategic learning as “effecting
successful strategies meaning gathering feedback (double loop
learning), testing the hypotheses on which strategy was based,
and making the necessary adjustment.” When we look at the
period since the introduction of the balanced scorecard in
1992 by Kaplan and Norton and till now, we see that BSC
has gone through different time stages or generations: from
a simple 1st G. tool to what we now may call a 4th G. tool
(see e.g., [20, 32–34]). Also a 5th G. BSC model may now
be derived from what Kaplan and Norton call an “analytics
framework for BSC.” Elements for “analytics” discussion
are also included in Kaplan and Norton seminars (e.g., in
2015 in different brochures for conferences such as “The
Important Role of Data Analytics in Strategic Performance
Management” or “Bullet Proof Your Strategy using Business
War Games”). And as the wording suggests, they not only
point to the use of strategic simulation like in war games,
but they also point to the optimization of the use of data by
leveraging business intelligence and analytical tools and tech-
nology to gather the right data for the right decision.

Empirical estimation problems have always been an imp-
ortant topic in performancemeasurement systems. Anderson
et al. [35, 36], for example, estimated that the average cus-
tomer satisfaction in 77 Swedish firms was positively related
to contemporaneous accounting return on investment but
found weaker or negative relations in service firms. Another
study conducted by Banker et al. [17] also found positive
associations between customer satisfaction measures and
future accounting performance. The importance of tradeoffs
between a few metrics is also documented by two other
studies at that point [37, 38].

The study by Ashton [37] used a sensitivity analysis based
on empirical numbers and showed that a mere one percent
change in each of sales growth, employee, and supplier value
added for portfolio companies could give a 24 percent
improvement in operations income, which should indeed
sharpen the attention of managers intensively. Therefore,
even small changes at root cause level can easily result in large
changes in various operating variables [37].

Similar results are shown in Rucci et al. [38]. After exten-
sive statistical refinement of a test model conducted by Sears,
Rucci et al. [38] identified several key value drivers (e.g.,
that an increase in employee attitude has a direct impact on
customer impression, and customer impression has a direct
impact on the future accounting performance of individual
stores). The study at Sears documented that an increase in
customer satisfaction would lead to an estimated $200 mil-
lion increase in revenues and ultimately an estimated $250
million increase in market capitalization (based on their
current after-tax margins and price-earnings ratio). Both of
these studies show the importance of trying to understand
how performance metrics and measures interact.

In a state-of-the-art article, Ittner and Larcker [15] came
up with a number of problems related to traditional financial
measures. For example, (a) the lack of predictive ability to
explain future performance, (b) systems only providing little
information on root causes or solutions to problems, (c)
missing focus on cross-functional processes within a com-
pany, and (d) the inadequate ability to find and measure the
nonfinancial “value drivers.” Supported by a number of sur-
veys, Ittner and Larcker [15] also show that 75 percent of the
senior quality executives felt under pressure to demonstrate
the financial consequences of their quality initiatives, but less
than 55 percent could actually relate their quality measures
to operational productivity or revenue improvements. Only
28 percent could link customer satisfaction measures to
accounting returns and only 27 percent to stock returns.
They also found that the correlation between customer sat-
isfaction and customer loyalty could only be shown up to a
certain level; once a certain threshold had been met, fur-
ther investments in customer satisfaction did not improve
customer loyalty.

Ittner and Larcker [12] discuss common methodological
and econometric problems and suggest the use of business
models that link multiple value drivers in a causal chain
of leading and lagging performance indicators as research
opportunities. In 2003, Ittner and Larcker [39] found that
return on assets was about 3 percent higher and return on
equity was about 5 percent higher in companies using causal
models compared to companies that did not use causal
models, but they also found that only 23 percent of the 157
organizations in their study consistently built and tested
causal models to support the definition of their performance
indicators.

The authors also show positive effects from the strategic
alignment processes. Finally, the authors point to the impor-
tance of the long term economic performance as the most
powerful output for nonfinancial measures. At the same time
it is important to base decisions on awell-established series of
links and to develop a causal model based on the hypotheses
in the strategic plan, collect operational data, and turn the
data into information.

Dikolli and Sedatole [18] suggest a taxonomy for further
empirical refinements of leading indicator relations that
could improve the information content of different nonfinan-
cial measures. They discuss (1) alternative measurements of
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the nonfinancial measures, (2) timing differences in the lead-
ing indicator relation (both the lag length and the persis-
tence), (3) interactions between the nonfinancial measures
and contextual variables affecting the leading indicator rela-
tion, (4) the functional form of the leading indicator relation,
and (5) variables that play a mediating role in the relation
between the nonfinancial measures and future financial per-
formance. They test their taxonomy on the information con-
tent of website stickiness for future financial performance
and find that website stickiness is positively associated with
future return on assets and found a one-quarter lag length
for the leading indicator relation. They further posit that the
direction (i.e., the coefficient sign) of the relation between
website stickiness and future financial performance varies
across firms. Finally, Dikolli and Sedatole [18] suggest a
number of opportunities for future research that could make
nonfinancial measures more useful for decision-making and
control. For example, when do alternative nonfinancial mea-
sures have implications for future financial performance,
under which conditions do combinations of nonfinancial
measures improve leading indicator predictions, or does the
explanatory power and/or economic significance of leading
indicator relations improve if one assumes functional forms
that are nonlinear (e.g., curvilinear, kinked, or asymmetric),
or what nonparametric tests are required and does a metric
change with time?

However, Wiersma [40] tested two nonfinancial mea-
sures (absence frequency and on-time-delivery) both for
their relative and their incremental information content to
predict future financial performance and found that the two
nonfinancial measures do not havemore relative information
content than laggedfinancialmeasures.Therefore, no support
was found for the hypothesis that the relative information
content of lagged nonfinancial measures increases compared
to lagged financial measures when more lags were used.
However, the two nonfinancial measures have incremental
information content beyond the lagged financialmeasures for
both future costs and future revenues. For future research,
Wiersma [40] also suggests that focus should be on different
lags between the nonfinancial measures and financial mea-
sures.

2.2. Further Extension of the Estimation Challenges for the BSC
Framework. As documented in the section above, refine-
ments and improvements have been discussed over the years
when it comes to “simple” relationships between a few met-
rics. These are not trivial problems. So one should not expect
that these problems will be less important or vanish when it
comes to a whole set of metrics in a coherent framework such
as the Balanced Scorecard, grouped in different clusters of
metrics.

In BSC, however, the strategy is the pivotal point or
compound variable in which the selection of KPIs must be
done. A number of basic issues still exist, for example, what
constitutes a BSC, how do we test the effect of a strategy, what
is meant by “balance,” and are there studies that document a
positive effect from using BSC compared to companies not
using BSC? Malmi [41] suggests that a measurement system
can be considered a BSC when the measurement system

includes both financial and nonfinancial measures and that
the measures should be derived from strategy and should
be categorized in perspectives. But even within these three
boundaries several degrees of freedom exist.

However, beside the statistical techniques used in the lit-
erature mentioned above and suggested for testing various
KPIs, factor analysis for selecting the most influencing KPIs
[42] and the use of structural equation modeling for validat-
ing the relations between different perspectives [43] are also
relevant.

The first question that arises is what constitutes a well-
designed performance measure or a BSC [44]. Several sur-
veys have discussed some of the same or related questions, for
example, the inadequacies in traditional accountingmeasures
and their lack of predictive ability, that is, their missing
information on root causes and their inability to capture
key business changes, their problems of not reflecting cross-
functional processes, or their inability to influence the finan-
cial consequences of different actions [15, 45–47].

Another early point of criticism refers to the set of
conceptual relations that specify the form of logical-causal
pattern among KPIs and perspectives and is concerned with
how the cause-and-effect in BSC should be understood and
estimated as well as the time-lag discussion [48–51]. It has
also been questioned whether the assumptions of BSC make
the use of BSC inexpedient [48, 52].

Several attempts have been made to see if a statistical sig-
nificance could be established between measures or between
perspectives [50, 53] based on a Sims-Granger type of
causality [54]. However, only limited support for this could be
established.This may be caused by the fact that deep “nature-
given” causal relations are almost impossible to encounter
in socioeconomic systems [55, 56]. Instead, the concept of
mental models as discussed within system dynamics [57–59]
seemsmuchmore appropriate for modeling BSC in quantita-
tive terms. The authors put up a number of propositions for
future research including more focus on “learning by doing”
which emphasizes the dynamic context of business and sim-
ulation. They also suggest that the design and use of the per-
formance management model may be influenced by a finan-
cial feedback because all elements of the proposed control
theory are dynamic.

A further question is if and how the strategy influences
performance. The results of Chenhall [11] suggest that the
influence of an integrative model on strategic outcomes has
an indirect effect through the mediating roles of alignment
of manufacturing with strategy and organizational learning.
Specifically, the study shows that performance management
systems will improve the strategic competitiveness if they
focus on how goals, strategies, and operations are connected
and attempt to provide an understanding of the interdepen-
dencies across the value chain and that strategies should be
designed as such to assist in the organizational learning and
feedback process. These problems may also be related to the
classification mentioned by Speckbacher et al. [34], that is,
which type (i.e., Generation) of BSC is used? The conclusion
is that most criticism can be traced back to the definition and
perception of the discussion of the cause-and-effect relation-
ships inherent in BSC, and they again influence the definition
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of time and time delays between KPIs and perspectives. Ittner
and Larcker ([15], p. 221f) also show problems related to both
the relative importance of measures and the quantification of
qualitative related data (nonfinancial data).

Another key question is what is meant by “balance” and
the mechanisms through which “balance” promotes perfor-
mance. A common view, perpetuated by early writings on the
balanced scorecard concept [30, 31, 60], says that “balance” is
achieved by diverse measurement in the domains of financial
performance, operational performance, performance for the
customer, and learning and innovation. Kaplan and Norton
[31, 60] argue that a balanced scorecard is not merely a
collection of financial and nonfinancial measures in various
categories (hard and soft values and short and long run) but
that it is an integrated set of measures developed from a “the-
ory of the business” that explicitly links the scorecard metrics
in a causal chain of performance drivers and outcomes.

Another definition of “balance” would be the adjustment
of some variables towards an “economic equilibrium.” These
forces or economic variables will remain at their equilibrium
values in the absence of external influences. Economic equi-
libriummay also be defined as the point where supply equals
demand. In a BSC context it would be the point where all the
chosen KPIs create the optimal information flow to make the
optimal decisions [7].The issue of “balance” also includes the
discussion of tradeoffs among multiple financial and nonfi-
nancial performance measures. Or action taken to improve
one measure may lead to short term or long-term declines
in other performance measures [61]. Kaplan and Norton [31]
also suggest the use of hurdles rates to ensure that managers
do not receive bonuses when they overperform on some
dimensions but underperform on others. In system dyna-
mics, a “balanced equilibrium” means that all stocks in the
system are unchanging, requiring their inflows and outflows
to be equal ([62], p. 716).

Kanji [63] offers a solution to some of these problems
such as tracking financial results while simultaneously moni-
toring progress in building the capabilities and acquiring the
intangible assets needed for future growth and stability and
reducing information overload. Other questions are where to
set the system boundaries and how to include external mea-
sures, for example, to measure market shares and customer
satisfaction.

Some research questions also focus on the documentation
of the benefit of using BSC. Both deGeuser et al. [1] andWier-
sma [2] have found a positive impact on organizational per-
formance in companies using BSC, compared to companies
not using BSC, and that the BSC has improved the inte-
gration of the management processes as well as empowered
people. Wiersma [2] documented that BSC is also used for
decision-making and coordination, for example, through the
presumed cause-and-effect relationships between different
measures and perspectives of the BSC. For future research,
Wiersma [2] suggests a focus on different types of purposes
that might require different BSC designs and the frequency of
reporting information from the system. Malmi [41] reported
that one month was the most commonly used reporting
period, but Wiersma [2] advocates a more continuous and
online feedback approach.

A relevant attribute for a metric is its predictive validity.
From a management accounting standpoint, a crucial test
is whether a broad set of nonfinancial measures such as
employee satisfaction, employee turnover, product develop-
ment cycle time, or supplier relations possess incremental
ability to predict future financial performance after control-
ling of the predictability of past financial performance. Pre-
dictive validity is one of the key attributes of interest when
selecting performance measures [15].

In summary, even though problems still exist for BSC, the
framework has also documented its value for real companies.
Moreover, much of the criticism that has been raised over
the years—specifically related to the cause-and-effect and
time lag assumptions—is, however, also true for othermodels
withinmanagement accounting as such (e.g., an ABCmodel)
and alsowithin other research fields such as finance and logis-
tics (see also [56]). Besides, part of the criticism was raised
over 20 years ago, and improvements and refinements of the
BSC model have been made.

However, one explanation why companies do not use
more advanced statistical methods is probably that the
companies do not have the expertise and skills to use specific
economic modeling design or advanced econometrics (this
argument is also present for not using “analytics” and big-
data; see, e.g., [64]). Solution suggestions put forward by
researchers within this field are, for example, the use of time-
series analysis, forecasts, correlation, causal analysis, struc-
tural equation modeling, bootstrapping, or simulation. This
stage may be called “the statistical” stage in business analytics
framework.

The second stage is then to use the result from this stage
as the input for a system dynamic modeling process. Such a
stage has also been suggested by Ittner and Larcker ([12], p.
401) who said that “These issues (opposed to a simple recursive
causal model) are almost impossible to examine in a regression
framework, and generally require some type of systemdynamics
method.” Specifically, the tradeoffs between KPIs (between
short and long run) and their effects on performance are
important which means that a good performance manage-
ment system should balance short and long term objectives
and should be parsimonious and contain only themetrics that
trulymust, or could, be traded off against each other. Looking
both backwards and forward, Hoque [65] also suggests that
future studies could investigate whether and how causal
relationships among balanced scorecard perspectives could
be the outcome of facilitating strategic organizational and
employee learning and how this would assess the impact on
organizational strategic outcomes.

3. System Dynamics Thinking:
The Methodology Domain

SystemThinking was first introduced by Forrester in 1958, as
an example of a macroeconomic problem of production dis-
tribution. Applications have now expanded to environmental
change, politics, economic behavior, medicine, engineering,
management, planning, and other fields. Over the last 30
years, the use of system dynamics in relation to strategic
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management and strategic planning problems has increased
considerably and helpedmanagement teamswithin a number
of areas to formulate strategy and to improve individual and
organizational learning [66, 67].

System dynamics is also a rigorousmodelingmethod that
enables us to build formal computer simulations of complex
systems and use them to learn about and design more effec-
tive and practical organizations [62]. The main idea is that
“you cannot just do one thing” without thinking that “every-
thing is connected to everything else,” which is also at the
center of performance management systems and BSC. Smith
[68] states that a system as a whole is made up of elements
that continually affect each other but are supposed to operate
towards a common goal, which is in line with the arguments
from other dynamic researchers [69–71].

The system dynamics method utilizes modeling elements
such as feedback, delays, and nonlinearities within the dom-
ain of delay-differential equations mathematics (http://en
.wikipedia.org/wiki/Delay differential equation) in order to
portray the dynamics of the closed causal loop structures that
are believed to rule the phenomena underlying the study. Sys-
tem dynamics is traditionally concerned with the numerical
solution to a given problem, that is, simulation based analysis,
but in cases where themathematical setup is relatively simple,
analytic solutions are also a possibility [72, 73]. System dyna-
mics also utilizes econometrics in order to estimate the partial
mechanisms that the system dynamics model consists of if
sufficient data is available, although a fundamental conflict
between system dynamics and econometrics has existed from
the beginning.

As pointed out by Meadows ([74], p. 48f),

System dynamicists and econometricians are led
by their paradigms to notice different problems
and to strive for different kinds of insights into
socioeconomic systems.

And furthermore

“System dynamicists should know from their own
theorems of system behavior that most aggregate
systems possess significant momentum, and that
within a short time horizon the relatively simple
structural hypotheses of econometrics are usu-
ally quite appropriate. But the system dynamics
paradigm tends to reject not only the possibil-
ity, but the utility of working within short time
horizons. In the system dynamics world view
the short term is already determined and thus
unchangeable by policy. Furthermore, in system
dynamics models policies designed only for short
term gain often lead to long-term loss. These dif-
ferent ideas about what kinds of knowledge about
the future are useful arise from basically different
assumptions about the nature of social systems.”

System dynamics is essentially a modeling methodology
made up of two basic elements denoted as “level” and “rate”,
respectively, depicting the real world elements of “state” and
“change of state.” In other terminologies, the talk will be of

“stock” and “flow” relations. Delays come about when certain
relations exist between certain levels and rates. Various soft
modeling setups exist [75], but nonewith such intensive focus
on the dynamic aspects of the situation at hand as the closed
loop thinking of system dynamics. Instead of thinking in
terms of linear causality, one has to think in terms of closed
loop causal structures; instead of just noticing that we have
to cut the sales staff because revenue has declined, we should
also notice that revenue has declined because our sales staff
has been previously reduced. This constitutes one of many
closed loops that should be taken into account when trying to
figure out the potential dynamics of the future. However, only
when viewing the full set of relevant causal closed loops is
one able to identify the actual root causes to a given observed
problem and thereby typically also its potential cure.

There are several ways to make closed loop causal
thinking operational. One is to focus entirely on the times
used for various purposes, which are delays, and build a
dynamic simulation model for the situation that has to be
analyzed. This leads to the usual process of verification and
validation in order to extend or shrink the model to be most
adequately sized with all negligible detail removed. Another
line of approach to a situation that has to be analyzed is
to incorporate a dynamic importance-focus in the modeling
process right from the beginning. Such effort relies heavily
on a common understanding and on a series of archetypical
closed causal loop structures, which are easily identified by
observed symptoms and are therefore ideal for communi-
cation between operational staff and model developers and
model users [76].

To illustrate the contents of these headings, we will briefly
describe two archetypes. “Balancing a process with delay” is
by far the most important structure and is contained within
the logic of almost any situation. It embodies the principle
of general error correction behavior that is presumably the
most widely used operative principle constantly utilized not
only by all biological beings but also by most mechanical
equipment designed for situation dependent operation. The
importance of this fundamental dynamic principle lies in the
crucial relation between delay and reaction, and depending
on the relative settings of these two elements, the system
may become unstable or stable, where stability usually is the
desired behavior. “Limits to growth” is another very predomi-
nant archetypical dynamic structure where a process feeds
on itself in the sense that a previous action has a self-rein-
forcing effect. Because our sales personnel do a good job,
orders are increasing, and revenue is therefore increasing.
This enables us to increase the sales staff whereby even more
orders are generated “ceteris paribus” and no limits present.
However, as orders increase, the production lead time may
increase, whereby a counteractive effect comes into play, eve-
ntually reducing the revenue and thereby dampening the
self-reinforcing mechanism or even reversing the effect. The
point is that the limiting or dampening effect is typically
somewhat elusive to those whom it affects the most, and it
is furthermore delayed in an obscure way so that direct linear
causal observations are virtually useless. A dynamic model of
the whole situation is needed for proper analysis in order to
get a clear picture, as will be shown later.
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As mentioned several times in the system dynamics
literature (e.g., [62, 77]), but only mentioned sporadically in
the BSC literature, a BSC construct can be seen as a social
system that acts and reacts in accordance withmental models
as its behavior goes beyond that of the individual people in the
system.

Therefore, the interdisciplinary elements embedded in
BSC automatically also relate to broader organization studies
as defined by Katz and Kahn [78] and their System Think-
ing and to March and Simon [79] and their analysis of
organizational behavior as processes of choosing, decision-
making, and problem solving. The important issue is to link
the qualitative and the quantitative elements together, which
constitutes the true power of system dynamics modeling
[80]. Also scholars within the BSC thinking [11, 20, 81] have
stressed that BSC should be used for decision-making to
communicate between managers and to provide learning-
feedback on decisions taken. These elements are clearly also
the most important elements in relation to system dynamics
[55, 82]. According to Malmi [41], the key issue is whether
the existence of a causal model behindmeasures really affects
the benefits obtained from BSCs and, in particular, does
the BSC also facilitate strategic learning and the use of a
feed forward model insight, that is, as a forecasting model
in practice? We think that system dynamics can make an
important contribution in that direction.

A final finesse of the closed loop causal reasoning des-
cribed above is that it relates directly to the system dynamics
modeling tradition as it is implemented in, for example,
Vensim, which is used for this project. Having formulated a
specificmodel, Vensim automatically supports the generation
and sorting out of the various interacting causal loop struc-
tures embedded in the dynamic model structure. Vensim is
an interactive software environment that has been designed
for the development, exploration, analysis, and optimization
of simulation models [83].

4. Building the System Dynamic Balanced
Scorecard: The Study Design

In this section we will build our study design by combining
ideas from the conceptual domain and the methodological
domain described earlier. First, we would like to mention a
few studies that already use systemdynamics for performance
management/measurement and BSC in an accounting setup.

Akkermans and van Oorschot [84] show how time-lag
and causal discussions from the BSC literature can be inc-
luded into a system dynamics model. In close collaboration
with a team from a company, Akkermans and van Oorschot
[84] built a comprehensive BSC dynamic system model.
However, their study does not include any financial perspec-
tive or indicators, contrary to S.Nielsen andE.H.Nielsen [85]
who did include the financial perspective.

Warren [86] shows how successful strategic management
of business and noncommercial organizations requires atten-
tion to how performance is changing through time and how
resources and information flow at a point in time, a depen-
dence that gives rise to feedback.

Barnabè and Busco [87] and Barnabè [88] also speculate
on the potentials of the system dynamics methodology to
contribute to the balanced scorecard design and implemen-
tation and come to the conclusion that system dynamics
benefits BSC by better defining the concept of causality and
second it becomes possible to develop a comprehensive appr-
oach to performance management and strategy formulation
and strategy implementation. Finally, they suggest using
mathematical computer models to test and simulate such
assumptions to see their impacts on strategy implementation.

4.1. Mapping the Company’s Initial BSC Dynamic Thinking.
For our model design we will use elements and relations
found in a real company for formulating a number of delay-
differential equations. We are simply borrowing definitions,
variables, and some of the assumed associations from a real
company in order to give our model some realistic flavor. We
cannot, at the current stage, claim to be very close to reality.
Therefore, we only introduce selected parts from the com-
pany’s BSC model and qualitative considerations that are
relevant for building a system dynamics model of a BSC as
a version 1 attempt.

The company operates within the electrical engineering
sector and is part of much larger international corporation.
The company has developed customer focus programs with
the aim of moving the company in the direction of what
sometimes is referred to as “the lean enterprise” according to
Womack and Jones [89, 90]. The experiences and the effects
from these programs have been very positive. In order to
strengthen the project even more and in order to integrate
the programs more strongly within the company’s ordinary
control system, the CFO initiated the BSC project. Instead
of using BSC as a hierarchical and top down approach for
managers as mentioned by Kaplan and Norton [31, 60], the
company wanted to create a tool for department units on all
levels that would enable them to look critically at their own
activities. More precisely, the cornerstones of the company’s
dynamic model are (i) the notion of viewing the business in
different perspectives, (ii) the support and control system for
each department unit’s own activities, (iii) the “cockpit” flight
metaphor as the simulation presentation view for different
performance measures, and (iv) the use of the company’s IT
presentation as a support system.The primary control philo-
sophy as communicated by the company’s president can be
summarized by three concepts of decentralization: customer
focus, productivity improvement, and competence develop-
ment. The main idea was what the project director called
“Management Control in Lean Enterprise using a Balanced
Scorecard.” More precisely, the company’s overall objective
for the control systemwas to gather information on the effects
of reducing lead times in order to be able tomaintain satisfied
customers and still havemotivated employees (e.g., Ittner and
Larcker [15], p. 206). This was the background against which
we, as researchers in understandingwith the company,moved
to the next version or level of transforming the company’s
performance based BSC excel model into a quantitative and
time dynamic causal loop model setup.

In the first version of BSC, the company had in fact no
intention of linking the measures; only the planned effect
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Table 1: Details concerning the company’s BSC.

Perspectives Objectives Outcome measures

Short run average
interaction time frame

originating from previous
perspective (assumptions)

Long run time expectations
frame with respect to full

impact of effects originating
from an earlier perspective

(5)
Financial

To be able to satisfy the preferential
creditors before demands for
dividends to owners are met

EVATM, profit, and
RoCE

“Cause(4)
→Effect(5)”

≈ 6 months on average

“Cause(1)
→Effect(5)”
≈ 3–5 years in full

(4)
Customer

To offer the best products timely so
that the customer wishes to remain a

customer

Active customers,
customer loyalty, and

customer
recommendations

“Cause(3)
→Effect(4)”

≈ 17 months on average

“Cause(3)
→Effect(4)”
≈ 2 years in full

(3)
Process &
supplier

To have access to the right resources at
any time. To improve the flow from

procurement to shipment

Finished inventory,
product work in

process, and machine
capacity

“Cause(2)
→Effect(3)”

≈ 6 months on average

“Cause(2)
→Effect(3)”
≈ 1 year in full

(2)
Employees

To have well-motivated and competent
employees and let the employees be

aware of the importance of
competition

Staff utilization and
staff capacity

“Cause(1)
→Effect(2)”

≈ 3 months on average

“Cause(1)
→Effect(2)
≈ 1 year in full

(1)
R&D

To ensure strong competitiveness and
be able to grow steadily, continuously
developing products and services

Rate of innovations
“Cause(5)
→Effect(1)”

≈ 12 months on average

of the vision should be considered and connected (corre-
sponding to what Speckbacher et al. [34] call a type II BSC).
However, the linking of measures is at the very heart of any
systems understandings, also the BSC approach, and com-
bined with SDM it becomes a main objective.

The SDMway of dealing with relations over time between
variables is twofold, short term partial interaction mecha-
nisms (causality), and long term complex (nonpartial) result-
ing effects of the full system’s interaction. To link variables
over a substantial amount of time is always a tricky matter
and the discussion about causality is often clouded in this
relation. The point is that we have enough trouble realizing
cause-and-effects relations partially and in the short run, not
to mention cause-and-effects in the long run. These effects
are most likely the combined outcome of very complex and
possibly nonlinear dynamic interactions repeated amultitude
of times. And this particular aspect of the linking of variables
makes SDM quite useful. According to the SDM thinking, it
is to some extent possible to partially observe the short term
causality through changes in states (Rates and LEVELs), in
principle over infinitesimal time instances.

The simulation of scenarios then unfolds the longer run
perspective of causality by evaluating the tracks of the myri-
ads of dynamic interactions that happen over this longer time
horizon. The short term interacting effects are typically the
modeling part (reality → model), whereas the longer term
effects given certain specific initial perturbations (shift in
policy or abrupt change in the initial state structure) can be
seen as policy implications if nothing else is influencing the
system. In practice, of course, this “ceteris paribus” assump-
tion is not a realistic assumption, so these model based long
term scenario projections should definitely be considered for
insight primarily and rough verification of expected behavior.
In the following, we define a model measure for these long

run effects. The measure indicates the point when a given
initial change in some of the perspectives ceases to have any
influence (a kind of steady state consideration).This measure
is denoted TtFI (Time to Full Impact). We also apply an
expected measure of this TtFI variable (denoted ETtFI). To
understand and control the model scenario simulations, it
is important to study not only the situation where the two
measures are in agreement, but also the situation where the
two measures differ significantly.

For our system dynamics version 1 BSC we did, however,
also form a number of causal loops and time delays between
the KPIs and the five perspectives. The company first came
up with rough approximate guesses of the individual pers-
pectives’ average time delays as shown in Table 1 (fourth
column/“assumptions”), and they were calibrated in order to
make the model a consistent and dynamic short/long run
well-functioning system. Table 1 shows the company’s five
perspectives together with their objectives and outcomemea-
sures and the basic dynamic reaction-time assumptions/cali-
brations. Mission/vision, values, and a strategy are supposed
to deliver their benefits over different time periods depending
on the time lag between lagging and leading indicators. Dis-
cussions with the director of the BSC project revealed a rough
scheme for the Expected Time to Full Impact (ETtFI) of the
different events. The fifth column of Table 1 holds the ETtFI
between the specified perspectives expressed by the company.
The study design has been focused on obtaining consistency
between the short run delay assumptions relative to the long
run TtFI expectations in this version 1 BSC/SDM-model and
is justified in the various specific table-functions employed in
the model.

Clearly, the system dynamics model is set up according to
an expected “steady state” behavior and, in practice, no sys-
tem is left undisturbed so that it can reach the theoretical long
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Figure 3: The logistics alias the “process & supply” structure (SD-diagram).

run goals that themodel might predict. In fact, any real world
system is constantly trapped in a transient dynamic situation.
And transients, however, can be very surprising in that even if
we have set a goal for a givenKPI higher than it is now, its path
to the long run goalmay go via an “initial” decline, sometimes
referred to as “it has to be worse before it can be better.” It
is clearly the short run behavior that is of real interest when
establishing the right normative evaluation setup for a partic-
ular KPI.When implementing their version of BSC, the com-
pany did face matching problems such as between the time
of revenue realization and the time of expense. Activities in
the research and development perspective therefore impacted
the KPIs in the financial perspective with significant time-
lags. In our system dynamic version, these delays, which are
measured in months, are incorporated either directly (also
called a mediating effect, cf. [18]) as parameter values or
indirectly as part of a trace validation. Below we will give a
short outline of the building blocks of the system dynamics
model that we have decided upon as the initial and very rough
representation of the underlying BSC of the company. Finally,
because of confidentiality and the complexity of the system
dynamic BSCmodel, we keep the discussion at amore general
level. In our description below, we have used the traditional
and graphical way of showing feedback loops and relations
in system dynamics. To be able to measure the effect on
the long run from short run KPIs, an important assumption
is to be able to estimate the tradeoffs between these two
types of metrics (cf. also [61]). This emphasizes the need for
determining which KPIs are short run metrics and which
KPIs are long run metrics. If managerial actions to improve a
performance metric do not imply a corresponding decline in
short term financial performance, managers do not need to
trade off one metric for the other. This missing assumption
is called contemporaneously congruity which again creates
no motivational distortion induced by a managerial reward
system based on financial performance metrics.

4.2. Examples of Feedback Loops and Relations. The logistics
alias the “process & supply” part of the model is essentially
a demand pull type structure, and the production delay is
relatively small (small batch size) much in line with the
lean thinking philosophy. Demand (“Demand”) is satisfied
directly from the finished inventory (“FI”), if possible, oth-
erwise it is lost. As is very common in practice, production
plans or requirements are generated on the basis of com-
pany internal data corresponding to “sales” and “finished

inventory” data in this case. Production is started according
to a smoothed level of sales and the adaptive closing of
the finished inventory gap relative to a desired level of fini-
shed inventory holding. The production process (PWIP alias
Production Work-In-Progress) is subjected to a fixed time
delay. The logistics part is shown in Figure 3.

The production process is further subjected to what can
be called “soft” capacity constraints (not shown graphically)
in that any production level desired will be executed even if
the machine or operator resources are not in place internally.
It is assumed that such situations can be dealt with externally,
although at a significantly higher cost. So the companywishes
to control themachine capacity and adapt it in order to use as
little outside capacity as possible and the number of operating
staff is adapted so as to sustain either the internal capacity
or the actual production level, which is the lowest of course.
To finalize the “logistics” part of the model, there is a link to
the “customer” part of the model in the form of a perceived
delivery time by the customers or market.

As we are operating within a lean flow environment, the
customers do not experience delivery delays if the production
flow matches the demand flow well. When this is not the
case and the finished inventory eventually gets depleted, the
customers and the market experience a delivery delay greater
than zero. It is assumed that the customers and market are
able to roughly assess the fixed production delay under which
the firm operates, to which the customers/market may even
add some amount of time simply because expectations have
not been fulfilled. The actual perception is thus an average
delivery delay perception, but the perception is asymmetric
in the sense that if delivery problems occur at a given time,
and even if this is a very limited period of time, the perception
continues to stick for a while after the event.

The customer part of the model is an important element in
BSC and is essentially a simplemacromarketmodel where the
demand rate is generated based on a fraction of the number
of customers currently in the “Customer Base.”The dynamics
of the customer base is a function of two variables, “Customer
Loyalty” and “Recommendations,” governing the outflow and
the inflow of customers to the customer base, respectively.
“Customer Loyalty” is also part of the “Recommendations”
variable, which is under the influence of the “R&D activities”
in the company as well. The customer part is shown in
Figure 4.

So customers are turned away (more outflow and less
inflow) if the “Customer Loyalty” variable is low and vice
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Figure 4: The customer structure (SD-diagram).

versa.The inflow is, however, increased if the “R&Dactivities”
variable is high. In this model, “Customer Loyalty” is entirely
a function of the delivery delay perception described above,
which then is the link to the logistics part of the model. Both
the employees’ part of the model and the R&D part of the
model are modeled in a similar simple fashion just to get a
starting point.

Thefinancial part of themodel is, of course, linked directly
and indirectly to all other system dynamic parts of the BSC.
The financial part is a lagging perspective and takes the
various state variables and summarizes them into known
financial variables such as Profit, RoCE (Return on Capital
Employed), EVATM (Economic Value Added) and average
unit costs, just to mention a few possibilities. In BSC all KPIs
in the financial perspective are characterized as lagging indi-
cators whereas all the previous indicators are known as lead-
ing indicators. EVATM seems to be a relevant financial mea-
sure, partly because of its association with stock returns and
partly due to its use as an economic valuemeasure for internal
decision-making, performance measurement, and compen-
sation for improving organizational performance [15]. The
financial part is shown in Figure 5.

Finally, the individual parts above (whether shown or not
shown graphically) are linked together to translate the causal
loops into a complete dynamic model. Actual parameter
setting is done by calibration in order to obtain a system that
is roughly able to reproduce the ETtFIs from Table 1. This
is only a first order trace validation, but if we combine this
validation with a check ensuring that the magnitude of the
calibrated parameters that govern the individual structural
relations of the model is realistic (and preferably close to
the initial Avg.-Delay guesses from Table 1), the model is
definitely useable as a first attempt model.

The dynamic and integrated construct makes it possible
to study simulation feedback and mechanisms and to obtain
increased strategic insight as well as performing real-time
research. Strategic learning consists of gathering feedback,
testing the hypotheses on which the strategy was based, and
making the necessary adjustments. And the BSC provides
managers with a tool to do just that [19]. If, for example, a
company’s employees have delivered on the performance
drivers (e.g., reduced lead times and increased capacity), then
their failure to achieve the expected outcome (e.g., higher

EVATM) signals that the links or loops behind this strategy
may not be valid.

The results of the strategic simulation can be used in
discussions with differentmanagers in all fields and functions
with the main purpose of learning. The complete BSC model
in a system dynamic layout is shown in Figure 6.

Observe that our model operates on a fixed delay (“Pro-
duction Lead Time”) in relation to the production process.
Therefore let “PLT” denote the “Production Lead Time” con-
stant. The full dynamic model can then be presented in
vector terms by denoting Y(𝑡) the vector of the following six
level variables (FI(t), PWIP(t), Machine Capacity(t), Skills(t),
Staff(t), and Customer Base(t)) as a delay-differential set of six
equations given as follows:

𝑑Y (𝑡)
𝑑𝑡

= f (Y (𝑡) ,Y (𝑡 − 𝑃𝐿𝑇)) . (1)

In summary, this procedure is an accepted way of build-
ing and conducting system dynamics in organizations [66,
67]. For strategic simulation and learning especially, system
dynamics is ideally suited for the operationalization of certain
conceptswithin the strategy,more specificallywithin the con-
trol of intangibles, interdependencies, and the feedback and
loop elements [28, 71, 91].

5. Strategic Learning Scenarios and Simulation

With reference to Figure 2, the last step in our study design is
to do a number of simulation scenarios to complete the exper-
imental path. The idea is to show and analyze four strategic
learning scenarios based on the assumptions described in the
previous sections. Strategic learning is important for succ-
essful application of BSC and for being able to test and adapt
the company’s strategy and to see if it is possible to obtain a
planned profitability for the survival of the company [3, 20,
31, 60, 81].

5.1. Strategic Learning. In the BSC context, feedback and
learning mean the ability to know at any point in time whe-
ther the formulated strategy does, in fact, work, and if not,
why [19]. In today’s turbulent environment, it is not enough
for companies only to be aware of differences between plans
and actual results, as in a single loop learning model; the
companies must constantly be aware of arising threats and
opportunities that may lead to changes in the assumptions
of the managers and employees about the proper strength of
reaction [19, 29, 92, 93]. The cost-effective way to obtain this
double loop learning knowledge is simply to do experimental
studies based on simulation models. The process of the
double loop learning idea consists of gathering feedback,
testing the hypotheses on which the strategy was based, and
making the necessary adjustments.The future cannot be pre-
dicted, but the learning scenarios can serve to change the
microcosm of managers and thereby the way these managers
see and understand the world [92, 94].

The system dynamics modeling method offers the pos-
sibility of testing scenarios [62, 91, 95] and learning without
having to pay the price of real failure.



Advances in Decision Sciences 11

Cost per training

Training cost

Cost per head

Staff cost

Material cost per product

Material cost

Profit standard

Product price

Revenue
Equity

R&D activity R&D budget

Production cost

Interest rate
<Sales>

<Pstart>

<Added capital usage cost
incurred due to use of outside

capacity>

<Value of machine
capacity>RoCE

<Staff>

Average unit
throughput cost

<Number of
trainings>

EVA™

Figure 5: The financial structure (SD-diagram).

FI

Pstart

Pfinish

PWIP

+
+

+ Sales
+

Machine capacityProcess
and

suppliers:

Financial:

Customer:

Employees:

R&D:

Production cost

+

Lost sales

Customer perceived
delivery time

Customer loyalty

Customer lost

Recommendations
Customer won

Customer base

++ +
+ +

ProfitAdded capacity
usage cost Revenue

+

+

Desired operators
capacity

+

Desired staff
capacity

+

++

Staff+

Staff cost including
training

+

Staff capacity

+

+

Desired shipping
capacity +

+

+ Demand

+

+

R&D activity

R&D budget

+

+

+

+

Skills

+

−

−

−

−

−

−

−

−

−

−

−

−

−

Figure 6: The BSC converted into a system dynamic model structure (SD-diagram).

The layouts of the simulation experiments in the system
dynamics model environment can be customized for the
specific use and purposes, for example, as separate graphs,
numbers, and colors [58]. We have chosen a cockpit dash-
board layout much in line with the company’s own idea and
in line with Kaplan and Norton’s pilot cockpit metaphor [96].
The facility in the Vensim gives us the possibility to make a
layout that immediately recognizes the dynamic change over
time for each performancemeasure at any time for a five-year
period.This way of visualizing results also corresponds to the
reporting idea of visual management and box score in lean
thinking and allows operational factors, capacity, and finan-
cial metrics to be shown in an easily understood graphical
format [97, 98]. To keep the simulation scenarios focused,
we have conducted simulation interfaces of four strategic

learning experiments related to a lean setting in order to test
the effect on the EVATM metric used by the company.

We have chosen a full model including the company’s
five perspectives, supplemented by a specific “control lean
perspective” proposed by the company for which both essen-
tial input parameters and the resulting output performance
measures can be shown as graphs and trends.

As we wish to simulate actions aimed at reaching a long
run goal, two questions come to mind. Does the system have
the right structural properties and are the current “initial”
conditions appropriate in order to lead us towards the exp-
ressed desired long run goal?

Even though it may be difficult for a company to choose
the right initial settings from the very start, it is important
that the company has some idea of the way in which it wishes
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to progress. In particular, if certain KPIs have to take some
major detours in order to get close to the stated long run
targets eventually. If not seen in the correct dynamic context,
such detours might be misinterpreted. To illustrate the effect
of structural elements in a modeled BSC setup as well as
initial system states on the actual path of certain KPIs, we
will use a general long run goal setup which says that EVATM

should at least be non-decreasing and preferably following a
maximum path in the long run. In the simulation below, we
use four lean input parameters: “FI initial value” (i.e., finished
inventory value), “Time toAdj. FI” (i.e., time to adjust the fin-
ished inventory level), “Machine Capacity initial value” (i.e.,
machine capacity level), and “Production Lead Time” (i.e.,
production lead time). These four KPIs are main input vari-
ables according to the company’s concept of “Management
Control in the Lean Enterprise using a Balanced Scorecard”,
that is, information about the effects of reducing lead times
in order to be able to maintain satisfied customers.

5.2. Simulation Results. The structural change setting will
focus on two reaction parameters in the system, production
lead time and finished inventory adjustment speed, whereas
the initial state settings will deal with the levels of finished
inventory and machine capacity, respectively. The structural
changes are all relevant in a lean environment [97].Themodel
is formulated as a monthly model over a five-year period,
which is seen as a normal strategic period for BSC [20, 99].
For our preparation of the company’s strategy for operational
simulation, we have used the design methodology of Collis
and Rukstad [99] who describe the strategy as three critical
elements: (1) Objective (O): the end goal that the company
wants to reach such as a specific percent of EVATM or RoCE,
(2) Advantage (A): the tools or means applied to this, for
example, that the company wants to be different or better
than its competitors, and the (3) “Scope” (S): the area or the
niche in which the company wants to operate, for example, a
specific target or a customer segment. When we apply this
procedure to the company, the strategy formulation would
look like the following:

“We (the company) want a steady growth in net profit (O),
a reduction of all cycle times by 50% each year compared to the
previous year (A), to be able to keep our satisfied customers and
to be able to maintain and motivate our employees (S).”

5.2.1. First Scenario. Based on this definition of the strategy
the company’s BSC concept is the main “controlling tool”
that produces KPIs that put the company in a position to
focus on the idea of the lean enterprise. In this first scenario
the company’s “Production Lead Time” is set to six months.
This is quite a lengthy production time span and though the
model is a “pull” based logistics structure, it does not quality
as very lean at the outset due to this production lead time.The
outcome is shown in Figure 7.

Figure 7 definitely calls for a few comments. Besides being
“not too lean,” the “Process & Supplier Perspective” together
with the “Lean Perspective” shows a production setup that is
subject to a general production capacity increase in order to
meet market demands.Though the level of demand is almost

constant and only slightly oscillating, the production start
rate is oscillating quite considerably which indicates that
there is some bullwhip at work. The bullwhip concept has its
roots in Forrester’s Industrial Dynamics [100]. Since the oscil-
lating demandmagnification upstream of a supply chain may
resemble a cracking whip, it became famous as the bullwhip
effect and is seen as one of the most important side effects
of the lean environment [97]. The “Customer Perspective”
shows why the demand is slightly oscillating as both “Cus-
tomer Loyalty” and “Recommendations” are dropping off
regularly. This means that there must be recurring delivery
problems and the production response is almost forced to be
of an “agile” type production, where the “agility” property is
sought obtained by having sufficient capacity. The “Financial
Perspective” shows an almost constant profit, but decreasing
EVATM andRoCE andfinally an increasing “UnitThroughput
Cost”. This is a system with a grim long run perspective that
is definitely not desirable at all.

5.2.2. Second Scenario. According to lean and JIT thinking
[97, 101, 102], all problems should simply vanish if the “Pro-
duction Lead Time” is arranged so as to go towards zero. In
our model it suffices to let “Production Lead Time” decrease
to three months instead of six months. The dynamics of
the system gets very well behaved and quite nice and much
smoother to the eye, as can be seen in Figure 8.

The bullwhip effect seems to have disappeared totally and
the financial measures seem most pleasing. Profit, EVATM,
and RoCE are all increasing in a steady manner and the “Unit
Throughput Cost” is steadily decreasing. This is obviously
the ideal situation and performance management would be
a piece of cake in such a world, but often there are physical
limitations to the sufficient lowering of the “Production Lead
Time”. In lean, the throughput unit cost is a simple perfor-
mance measure based on an average calculation in line with
other measures and is not seen as a specific cost signal for the
price as is the case within an activity-based costing method,
for instance [97].

5.2.3. Third Scenario. The “Time to Adj. FI” was set to four
months in the first scenario. Surprisingly, decreasing this par-
ameter has no positive effects at all. So agility is not the right
cure given the way the system is working in this example.
Doing the opposite, that is, increasing the “Time to Adj. FI,”
has a distinctly positive effect as can be seen in Figure 9,
however.

This solution also seems to eliminate the bullwhip effect
and it gets all the financial measures on the right long run
track. The solution is attractive as it is primarily a behavioral
change instead of a physical change, but as can be seen from a
closer look when comparing Figure 9 with Figure 8, it is not
completely the same dynamic result. We still see short run
ripples that did not show up when lowering the “Production
Lead Time”, and these ripples certainly give rise to a slightly
more complicated performance management situation. Take,
for example, the “Financial Perspective” and the dynamic
path of the “Unit Throughput Cost”, first it moves in the
right direction (decreases), but around month 5 it begins to
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Figure 7: The first strategic scenario.

increase. Seen in a longer perspective this is, however, only
a temporary setback. To know when “bad” signals are not
really bad signals, but only some temporary ripple in a good
development, is maybe the most compelling argument for
actually trying to model BSC setups quantitatively. By the
way, lean and agile are not always the answers to everything; a
more calm and smooth production strategymight sometimes
do the trick.

5.2.4. Fourth Scenario. In this last scenario let us return to
the first scenario and take a closer look at the current state
situation; in this example the FI = 300 units and make a buy-
operation from an outside producer of 550 units such that
our new initial finished inventory (FI) amounts to 850 units.
We face a constant tradeoff consideration between either
spending money on inventory or on capital acquisition; the
following example illustrates this situation where the finished



14 Advances in Decision Sciences

Process and supplier perspective:
8,000

4,000

0

0

9 18 27 36 45 54

Time (month)

0 9 18 27 36 45 54

Time (month)

0

300 4

8000 3

9 18 27 36 45 54

Time (month)

0 9 18 27 36 45 54

Time (month)

0 9 18 27 36 45 54

Time (month)

FI: current
PWIP: current

Machine capacity: current
Staff capacity: current

Lean perspective:

0

600

Demand: current
Pstart: current

Lost sales: current

Employees perspective:

2

0

Staff utilization: current

R&D perspective:

2

1

“R&D activity”: current

Financial perspective:

2

6,000

800,000

0

1

3,000

0

0

−800,000

Profit standard: current
RoCE: current
Unit throughput cost: current

<FI initial value> <Time to Adj. FI>

<Machine capacity initial value> <Production lead time>

0 9 18 27 36 45 54
Time (month)

Customer perspective:

1

0.8

Customer loyalty: current
Recommendations: current

The BSC—“cockpit” for monitoring system performance

EVA™: current

Figure 8: The second strategic scenario.

inventory is infused initially. The result can be seen in
Figure 10.

Surprisingly, it seems that even with the original settings
of the “Production LeadTime” and “Time toAdj. FI” all prob-
lems have disappeared. This clearly indicates that the prob-
lems shown in the “first dynamic scenario” were primarily
generated by an inadequate finished inventory situation given
the market reaction built into the model. The insufficient
finished inventory leads to a customer behavior that generates

certain fluctuations in the demand, which in turn destabilizes
the whole production setup. Clearly, setting a lower value for
the “Production Lead Time” or a higher value for the “Time
to Adj. FI” or both is probably amore robust solution, but rel-
evant time to time FI infusions can obviously also do the job.

Given the company’s lean strategy, the company should
focus on improving productivity and increasing performance
and flexibility and thereby create better value for its cus-
tomers.
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Figure 9: The third “Changed Behavior” scenario.

The main conclusion to be drawn from these four strate-
gic dynamic scenarios is that structural parameter settings
as well as initial system state values can have a significant
impact on the dynamic path that the system embarks upon.
In a lean environment, structural parameters such as lead
times and reaction speeds and the links between such param-
eters increase the complexity tremendously. The structural
parameters are often deeply rooted institutional factors or

they may be given by physical limitations (as may often be
the case with lead time), so it may be hard if not impossible
to change them. It is, of course, sometimes necessary to
make structural changes. As seen in the “Inventory Infusion”
scenario, however, a sudden (the increased initial value)
infusion of extra inventory simply makes the system behave
dynamically quite smoothly given its structural settings that
otherwise result in very oscillatory dynamics. In some cases,
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Figure 10: The “Inventory Infusion” scenario.

it may be much easier to interrupt the normal production
control and for a limited time let the system run on a much
higher production rate virtually resulting in an “Inventory
Infusion,” instead of changing basic system functioning.

To sum up, we have combined system dynamics and BSC
in an experimental setup in order to test different lean strate-
gies and their effects on profit.The results from each learning

scenario are then used to modify and try a new scenario that
could be used by managers for further strategic learning and
reflections. It is important to realize that our purpose has
not been to build a complete model of the company’s “real”
world or complete BSC. Our main idea has been to formulate
a simple problem in a system dynamicmicroworld and to use
this model for a number of simulations.
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6. Discussion and Conclusions

Reverting to our research framework in Figure 2, our purpose
was to build a “study-design” based on the conceptual domain
and the methodology domain and then investigate this
“study-design” by means of a number of simulations and
scenarios (“experimental paths”) based on different types of
not only assumptions relating to the initial settings but also
assumptions relating to structural company parameters.

The lab experiments allow us to adjust the setup of the
simulations so as to find parameter values that improve the
financial result and thereby we improve the strategic learning
process.

Our research idea was motivated by two factors: a grow-
ing pressure on companies to adapt to more holistic models
[1–3] and our wish to demonstrate that a system dynamic
approach is a relevant methodology to improve and increase
the insight into BSC through its definitions and techniques
for cause-and-effect, time-lags, and feedbacks [12, 22].

Existing accounting literature has focused on static BSCs
and nondynamic setups, but this paper has focused on a sys-
temdynamic approach using the concept of social andmental
elements inspired by Forrester [57, 103] with a feedback and
double loop learning approach [76].

Our research shows that minor changes in a single endo-
genous variablemay cause the system to change considerably.
Referring to our research framework in Figure 2, this paper
contributes in two respects. First, it makes a conceptual con-
tribution that focuses on the BSCmodel building; we improve
the learning by doing by showing the outcome of four simple
lean simulation scenarios on predefined and lagged financial
indicators.

Second, we also provide a useful contribution to the
design and the quantification of the BSC by including the
changes for both the short and the long runs and the time
delays between performance measures and perspectives,
something that has been emphasized several times in the liter-
ature as the “trade-off” assumptions [61]. Real world causality
is not unidirectional but multidirectional because of inter-
dependencies between people and systems. Argyris [28] was
one of the first to discuss this phenomenon. The use of flow
and stock concepts also allows us to incorporate the most
important delays, and when we combine the cause-and-effect
consequences and the time delays, we are able to use the sys-
tem dynamics BSC model for specific simulation scenarios,
an area scarcely discussed in the management accounting lit-
erature, but definitely at the core of system dynamics [62, 77].

Finally, our calibrated model gives us the possibility to
experiment in order to obtain strategic learning feedbacks
through BSC simulation scenarios by changing a few input
performance measures shown in the cockpit display: “FI
initial value” (i.e., finished inventory value), “Time to Adj.
FI” (i.e., time to adjust to finished inventory level), “Machine
Capacity initial value” (i.e., machine capacity level), and “Pro-
duction Lead Time” (i.e., production lead time). The results
from the feedback give managers the possibilities not only to
evaluate the operational strategy over time, but also to learn
how to operationalize the strategy.The feedback information

is one of the most important cornerstones of strategic learn-
ing hypotheses discussed in performance management not
only in theory [19, 46] but also in reality [11]. The simulation
results aim at stimulating the perception of decision-makers,
obliging them to question their assumptions about how their
business world works [92]. The model of a BSC may evolve
from the premature stage to its more mature stages, where it
might be considered a theory of the specific firm [104].

The failure not to account for relevant leading indicators
will lead to a reduction in the information content of these
nonfinancial measures. Such failures are potentially costly for
(a) managers using these measures for business decisions, (b)
persons charged with the governance of firms (e.g., board
of directors, logistics, CFOs, and controllers) using these
measures for control, and (c) market stakeholders using these
measures to guide investment decisions [15].

Because stakeholders are external to the firm, they will
derive benefits from knowledge about a few metrics they can
use to better forecast outcomes, which, in turn, can yieldmore
efficient resource allocations (Ittner 2008).Our scenario illus-
trations also give at least some weak indications of when and
how different KPIs have implications for the financial per-
spective, given a specific model setup, which is an issue that
has been discussed in the literature concerning nonfinancial
measures and their influence on financial performance [18,
40]. The validity of the model will clearly increase if we
go through the stages mentioned in the business analytics
literature [64] and use creativity and soft tools in combination
with system dynamics and statistics. This procedure would,
however, require much more data from the company.

By converting an existing BSC into an analytical model,
the employees and the company get a common language for
discussing strategy, which is an important aspect to ensure
strategic success [59, 67, 86]. Yet in spite of the powerful
contribution of system dynamics to problem solving, system
dynamics is seldom mentioned in the management account-
ing and control literature. This is particularly remarkable in
light of the astonishing success of other related theories such
as the importance of feedbacks in general for accountants
(e.g., in the Fifth Discipline, [59]). However, the idea of BSC
and the “business analytics” (and big-data) both emphasize
the use of quantitative modeling for management control,
which per se will focus the accountants on more quantitative
methods for evaluating control problems. Also new groups
within LinkedIn have called for the use of system dynamics
for other management control concepts.

Future research within the methodology area should
concentrate on defining the problem in more detail and on
improving the transparency of amodel by extending and test-
ing it with actual or historical data and mental information,
which is what is called a data-driven modeling approach.
Another interesting theme could be to incorporate uncer-
tainty and the concept of “balance” into the BSC framework
or to integrate the planning and budget system under this
framework [105]. Because the design of BSC is being under-
taken by academics and participants from a wide variety
of disciplines (accountants, operations and logistics man-
agers, business strategists, human resource managers, etc.),
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the biggest hurdle that faces such a modeling approach is to
get academics to cross these functional boundaries.
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