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Abstract

Social media is emerging as a main communication channel in business and society. People

use it in their daily life to share information with their friends and family. In this paper, we

attempt to analyze Tweets data for understanding the relationship of social media and stock

market as a case study. Data is collected more than 1.6 million tweets and RapidMiner software

is used for their analysis.  Our result shows that social media has relation with stock mark. It 

means that social media has an impact on financial market. However, there are some 

limitations to use social media for better decision making in investment. In a future paper, we 

need to develop more sophisticated analytics model and integrate different types of data to 

produce better results.

Keywords: Social Media, Big Data, Analytics, Twitter, Financial Stock Price.

JEL: C50, C90, C59, M15, M20.
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1. Introduction

Today’s computing paradigm change is very much to some of the other shifts that have happened in 

information and communications technology (ICT) industry, such as mainframe to client/server and to 

cloud (Kuo, 2011). It is very different from previous shifts because of emerging multiple innovative 

technologies including mobile computing, cloud computing and social media technologies, . A bunch 

of different activities are happening whether it is social, whether it is mobility, whether it is cloud, and 

just as insatiable demand for information. It is like a huge storm or Tsunami [2].

As mobile cloud computing (Fernando et al., 2013) is taking over the position of the Internet, people 

can use their smartphones more often to communicate with family, friends, and other people regardless 

of time and place. Riche applications and faster services (i.e., 4G or 5G technologies) have brought 

explosive growth of social media market including YouTube, Twitter, Instagram, and Facebook. 

We are certainly living in the era of social media. Social media today is popularized as new paradigm

of communication. Unlike traditional structured data, social media data is unstructured like text and

audio/video clips. In the past, those data could not be measured and analyzed because of lack of

technologies and tools for collecting and analysing them.

Recent advancement of computing technologies and data science, the unstructured data can be

collected and analysed. Social media data is a typical type of these unstructured data  which is called

‘Big Data’(Manyika et al., 2011). Social media analytics is simple a set of methodologies and

techniques to collect and analyse social media data for producing meaningful information or insights.       

Previous studies (Gruhl et al., 2005; Liu et al, 2007; Choi and Varian, 2009; Asur and Huberman, 2010) 

have been done related to social media. For instance, Karabulut (2011) analyzed Facebook’s Gross 

National Happiness (GNH) index He concluded that GNH could predict daily returns in the US equity 

market. This paper builds upon keywords from tweets to create its own index rather than to use a 

published index. 
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The paper presents to the understanding of social media analytics and applies it to the financial sector

focused on a stock market as a case study. The purpose of this paper is to analyze social media data 

(that is, tweets) and identify its relationship with stock market data (that is, Dow stock price index). 

The assumption is that the keywords represent investor sentiment. This paper assumes that that an 

investor’s sentiment plays an important role for making decision when they buy and sell stocks. As a 

result, tweets can affect the daily traction in the stock market. In the future, the analytics model will 

be built to predict the stock movement using any social media data.

This paper is organized as follows. The second section is briefly presents research methods and 

overviews data. A simulation model using RapidMiner is explained in the third section. The fourth 

section discusses simulation results and its findings. Finally, a conclusion and future paper are 

presented in the fifth section. 

2. Research Methods and Data

2.1 Hypotheses 

The paper establishes the following hypotheses:

• Hypothesis 1: There exists a positive correlation between real return and estimated return.

• Hypothesis 2: There is high fluctuation in real return and estimated return in the earlier periods

from 2009 (financial crisis), whereas there is low fluctuation in the later periods from 2009.

• Hypothesis 3: Seemingly good words (i.e., good, up, high, buy…) will be associated with high 

returns, whereas bad words (i.e., bad, down, low, sell… ) will be associated with low returns.

2.2 Data Collection and Cleaning

The paper is based on the assumption that tweets reveal an investor’s sentiment and thus provide a 

basis for predicting financial market. We collected over one million tweets data from 2006 to 2011. 

The primary data was the text file which has 1,608,621 rows representing each individual tweet. The 

data includes date and time, twitter ID, and keywords. Figure 1 shows a sample of raw tweets data.
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[Figure 1 here]

The data is broken into three groups equally: 536,207 tweets per group). We process data cleaning to 

each group’s data set. First, a tweet data which is missing a keyword is removed because it presents

no value to the analysis. Second, the date and time is shortened to include only the date and removed 

time data because we calculate only daily return (not time basis). Twitter ID data is also deleted 

because it is irrelevant for our data analysis. After data cleaning, data size are decreased from 1,608,621 

rows and 4 columns (fields) to 1,130,577 rows and 2 columns (Table 2).

A new column is created for adding ‘Return’ data. Return is calculated by using the following single 

period arithmetic formula:

𝑅 =  
𝑃1 − 𝑃2

𝑃1

where P1 represents the adjusted close price of the previous day.

P2 represents the adjusted close price of the present day. 

The data for the daily adjusted close price are taken from the S&P500 index in Yahoo! Finance (2021).

2.3 Modelling and Simulation

The tool for tweets data analysis is RapidMiner (2021). It is a GUI mode open-source system with 

more than 500 operators for data mining and data analysis. The main components of RapidMiner are 

operator, process, and repository. Operator is simply a task to be processed. Processor is connecting 

between operators. Repository is a kind of storage that retrieve and save data.

The first step is to convert the raw data into a format readable for RapidMiner. After the data 

preparation stage, the next step is to find the return associated with each keyword. For example, the 

keyword “good” may be associated with positive returns, whereas the keyword “bad” may be 
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associated with negative returns. Then, the next step is to develop an estimated (hypothetical) return 

schedule based on the returns associated with each keyword. The final step is to analyze the 

relationship between the estimated return schedule and the real return schedule. The hypothesis is that 

the estimated return schedule and the real return schedule will have a strong positive correlation.

Figure 2 shows our research model for simulation. The first process is the “Keyword” process which 

is to produce return relevant keywords. The three CSV files were imported using three “Read CSV” 

operators. The “Append” operator combined all three sets of data into a single set of data. “Select 

Attributes” operator selected only the relevant data columns to be used for the analysis. 

[Figure 2 here]

Since the relevant columns are “Keyword” and “Return(date)”, the “Aggregate” operator grouped the 

keywords and computed the average of Return(date). The “Write Excel” operator enabled the final 

results to be recorded in an Excel file. Return (keyword) column is the return associated with each 

keyword. It also has a “frequency” column which shows how many times a word appears in tweets. 

Low frequency shows that the return associated with the keyword is unreliable because of small sample 

size. As a rule of thumb, words with a frequency of less than 100 were deleted for increased accuracy 

in average return.  For creating a process that yields a hypothetical or estimated return schedule based 

on the keywords, we create files for input. As shown in Figure 3, a column “Return(date)” is added to 

the original file using the LOOKUP function.

[Figure 3 here]

The file has columns to represent the day’s return. Since there are multiple rows with the same date, a 

process is needed to perform aggregation. The process “Value” is able to group the rows with the same 

date, and compute the average of all the returns in that group. It is very similar to the “Keyword” 

process, but the only difference is that the “Value” process groups by date, whereas the “Keyword”

process groups by keyword. Returns with a low sample size had to be deleted. Therefore, as a rule of 

thumb, any dates with less than 200 rows are deleted to improve accuracy. As shown Figure 4, it

contains columns that represent the estimated returns corresponding to each date.
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[Figure 4 here]

Another column, “Return(date)”, is added As shown in Figure 5. The column “Return(date)” 

represents the real return of that day, whereas “Estimated Return” represents the estimated or 

hypothetical return. This allowed for a comparison between the estimated return and the real return.

[Table 5 here]

A simple process called “CM” was used to find out the correlation between the estimated return and 

the real return. As shown in Figure 6, the process has three operators: “Read Excel”, “Select Attributes” 

and “Correlation Matrix”. The “Read Excel” operator takes in the Excel file. Then, the “Select 

Attributes” operator enables the selection of attributes that are relevant to this process. Finally, the 

“Correlation Matrix” computes the correlation between all the selected attributes. Instead of writing 

the result in Excel format, this process shows the results within RapidMiner.

[Figure 6 here]

4. Results Analysis

The analysis revealed some interesting results in the process. However, the analysis did not result in a 

useful model that could predict the future stock market changes due to many reasons.

Hypothesis 1: The hypothesis is rejected. The correlation matrix revealed a weak positive correlation 

between the estimated return and real return. As shown in Figure 7, the correlation between EC and 

RC was 19.2%.

[Figure 7 here]
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The reason behind the low correlation may be the huge chunk of data loss from dates November 2009 

to January 2010. The cause could not be identified. However, there are some possible explanations. 

Switching the file formats back and forth may have caused this loss. Accidental deletion in the process 

of handling data manually could be a cause. Using many different processes instead of using a 

combined single process in RapidMiner may have caused data loss (Figure 8)

[Figure 8 here]

Hypothesis 2: The hypothesis is accepted. In early periods of the data, real return had high fluctuations 

in daily price changes. However, estimated return did not experience high fluctuations in the early 

periods. The rationale behind the anticipated high fluctuation is the financial crisis of 2007-2008. The 

available data ranges from October 2006 to March 2010. This includes the 2007-2008 financial crisis 

period where daily changes can be extreme. As shown in Figure 9, the graph shows that there are high 

fluctuations in daily changes in the earlier periods close to the crisis and low fluctuations in the later 

periods.

[Figure 9 here]

However, the graph in Figure 10 does not present high fluctuations in the earlier periods.

[Figure 10 here]

Hypothesis 3: The hypothesis is partially accepted. The hypothesis is that seemingly good words were 

associated with high returns, whereas bad words were associated with low returns. 

In Figure 11, the word associated with the highest returns was “acquiring”. Interestingly, “acquired” 

and “acquires” had the third highest return and the fifth highest return respectively. Also, “merge” and 

“merger” had the eighth and ninth highest return. It is unclear why words related to mergers and 

acquisitions are associated with high return in the stock market. Other words associated with high 

returns include: “higher”, “upside”, “gain”, “up”, “profit”… , and so on.  The word associated with the 
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lowest return was “downside”. Words that are characterized by negative returns include: “down”, 

“loss”, “bottom”, “low”, “bad”…, and so on.

[Figure 11 here]

5. Conclusion

5.1 Managerial Implications

Meaning 1: We attempt to find the value of social media data through empirical data.

Meaning 2: Using the real social media data, we attempt to predict the future financial market.

5.2 Limitations

Limitation 1:  No previous studies

There were many difficulties and problems associated with this analysis. The biggest difficulty was 

the availability of resources – the lack of previous studies on the subject forced the use of unproven 

methods and models. For instance, simple arithmetic mean was used when computing the returns 

associated with the keywords. Outliers may have had a big impact on skewing the arithmetic mean. 

Using other measures of central tendencies, such as median, may have helped increase the accuracy of 

the returns.

Limitation 2: Reality Issue

Data is not directly collected from the real-world. We got it from the vendor. There is an issue of 

reliability. It is impossible to get real data without the vendor support.
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Limitation 3: Low performance system

The analysis was done from a laptop computer with subpar processer and low RAM. RapidMiner 

would frequently lag and freeze when working with large amounts of data. Working in such conditions 

increased the time spent on importing data, converting format and producing results. The analysis 

would have gone much faster with a better computer, allowing additional analysis on the subject

In addition, through this opportunity, we were able to learn about RapidMiner and apply it in social 

media data. We saw much potential in RapidMiner as an analytics tool, and were constantly amazed 

by what it could accomplish. More analytical operators and functions are being added to RapidMiner, 

so that it presents opportunities for further research on this topic.



11

References

Asur, S., and Huberman, B. (2010), Predicting the Future with Social Media arXiv:1003.5699v1

Choi, H & Varian, H. (2009), Predicting the present with google trends, Technical report, Google.

Fernando, F., Loke, S., and Rahayu, W. (2013), Mobile cloud computing: A survey, Future Generation 

Computer Systems,  29(1), 84-106.

Gruhl, D, Guha, R, Kumar, R, Novak, J, & Tomkins, A. (2005), The predictive power of online chatter, 

ACM, 78-87.

Kuo, C. (2011), Paradigm Shifts in Modern ICT Era and Future Trends, In Proceedings of the 10th

International Symposium on Signals, Circuits and Systems (ISSCS).

Liu, Y, Huang, X, An, A, & Yu, X. (2007), ARSA: a sentiment-aware model for predicting sales 

performance using blogs, ACM, 607-614.

Manyika, G., Chui, J., Brown, M. Bughin, B., Doobs, J., Roxburgh, R., and Byers, A. (2011), Big Data: 

The Next Frontier for Innovation, Competition, and Productivity, Report, McKinsey Global 

Institute. 

RapidMiner (2021), https://rapidminer.com/

Wegmuller, M., Weid, J., Oberson, P., and Gisin, N. (2000), High resolution fiber distributed 

measurements with coherent OFDR, in Proceedings ECOC’00, paper 11.3.4, 109.

Yahoo!Finance (2021) https://finance.yahoo.com/

Zhang, S., Zhu, C., Sin, J., and Mok, P. (1999), A novel ultrathin elevated channel low-temperature 

poly-Si TFT, IEEE Electron Device Lett., 20, 569–571.



12

Figure 1

Raw Tweets Data



13

Figure 2  

A Simulation Model with RapidMiner
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Figure 3

Result of Keyword Analysis
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Figure 4

Estimated Return
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Figure 5

Return(date)
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Figure 6

Correlation Matrix
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Figure 7 

Correlation of Hypothetical Returns and Real Returns
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Figure 8 

Data loss from November 2009 to January 2010
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Figure 9

High fluctuation in the early periods of real return
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Figure 10  

No visible high fluctuations in the early periods of estimated return
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Figure 11  

Words Association

(a) Words associated with positive 

returns

(b) Words associated with negative 

returns


