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Abstract

Purpose: The COVID-19 virus has caused numerous problems worldwide. Given the 

negative effects of COVID-19, this study aims to estimate accurate forecasts of the 

number of confirmed cases to help policymakers determine and make the right 

decisions.

Design/methodology/approach: This paper uses a hybrid approach for forecasting the 

daily COVID-19 cases based on combining the Autoregressive Integrated Moving 

Average (ARIMA) and Autoregressive Neural Network (NNAR) with a single hidden 

layer. To fit the linear pattern from the data, ARIMA models are used. Then, the NNAR

models are used to capture the nonlinear pattern. The final prediction is obtained by 

adding up the two predictions.

Findings: Using six-time series from January 22, 2020, to June 22, 2021, of new daily 

confirmed cases of COVID-19 from Pakistan, Tunisia, Indonesia, Malaysia, India and 

South Korea, this work evaluates the hybrid approach against some benchmark models 

and generated ten days ahead forecasts. Experiments demonstrate the superiority of the 

hybrid model over the benchmark models.

Originality/value: Given the complex nature of new confirmed cases, it is assumed that 

the data contains both linear and nonlinear components. In literature, different studies 

have tended to forecast future cases of COVID-19. However, most of them have used

single models that capture either linear or nonlinear patterns. This paper proposes a 

hybrid model that captures both linear and nonlinear components from the data.

Keywords: COVID-19, Time series forecasting, Autoregressive Integrated Moving 

Average, Autoregressive Feedforward Neural Network.
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Introduction

In late December 2019, the COVID-19 pandemic was first identified in Wuhan city, China, 

with similar clinical symptoms to common colds (Huang et al., 2020). It is characterized by a rapid 

rate of spread and a high level of harm compared to the previous infectious diseases, which make 

its control hard (Kırbaş et al., 2020). Since its emergence, COVID-19 has negatively affected

people’s health and different sectors. As a result, on December 20, 2021, the global confirmed 

cases of the pandemic reached 273900334 with 5351812 deaths. Even though different vaccines 

have shown up, the coronavirus continues to spread, and different variants have taken place in 

different parts of the world so that the virus has caused various disruptions in different levels, 

including the economic, social and financial ones. More precisely, personal lives, businesses and 

economic activities have been negatively affected due to the restrictions made by the governments. 

The restrictions include travel banning, social distancing, lockdowns, school closure and public 

events banning, to name a few. Though these measures are meant to curb the coronavirus spread, 

they have led to disruptions in household income, production, transportation, and distribution of 

goods, including food. In particular, the enforcement of these measures is likely to lead to 

increases in food prices, food crises and food insecurity. The reduction of food and labor supply 

caused by the restrictions are likely to trigger food security issues. Many studies reported by 

(Agyei et al., 2021) showed that the world would witness an increase in poverty and food 

insecurity due to the pandemic, which would avoid achieving sustainable development goals. In 

this context, Agyei et al. (2021) studied the direct and indirect effects of the COVID-19 on food 

prices in Sub-Saharan Africa. Moreover, COVID-19 has negatively affected the exportations. For 

example, Safi et al. (2022), showed how the COVID-19 pandemic has disrupted the flow of goods 

that China exports to other parts of the world and forecast the China exports during the COVID-19 

pandemic using seven different forecasting models.

On the other hand, the COVID-19 pandemic has impacted the financial sector (Moslehpour 

et al., 2022). Owusu Junior et al. (2021) argued that the global financial markets are likely to 

respond to the implications of COVID-19 at the economic level, including a reduction in 

productive activities, an increase in unemployment and a gradual reduction in market participants, 

to name a few. Implicitly, they investigated the impact of COVID-19 in stock markets by 

quantifying the flow from COVID-19 to major global equities in different levels of time (short, 

medium and long terms) by combining the Rényi entropy specification and Complete Ensemble 

Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) technique.

Given the severe damage caused by COVID-19, forecasting the number of cases infected 

with this pandemic is a primordial task to help policymakers implement the proper measures

regarding different sectors. For instance, in the financial sector, forecasting the COVID-19 cases 

helps quantify the flow from COVID-19 to global equities in the future, allowing policymakers 

and investors to implement informed decisions (Moslehpour et al. 2022; Owusu Junior et al., 



MODELING COVID-19 CONFIRMED CASES USING A HYBRID MODEL                                       4

2021). Similarly, Agyei et al. (2021) concluded a significant relationship between COVID-19 

and staple food prices in Sub-Saharan Africa. So, forecasting the number of confirmed cases 

infected with COVID-19 helps evaluate the future staple food prices, leading governments of 

sub-Saharan Africa to think about investing in infrastructures that improve efficiencies in the

food supply chain during pandemics. In order to forecast the number of confirmed cases, various 

mathematical and statistical tools were applied. According to Torrealba-Rodriguez et al. (2020), 

computational and mathematical models like Logistic, Artificial Neural Network (ANN) and 

Gompertz were employed to forecast the number of cases in Mexico. For Tran et al. (2020), the 

Autoregressive Integrated Moving Average (ARIMA) model was used to predict the daily total 

confirmed cases/new cases, the total deaths/ new deaths and the growth rate in confirmed 

cases/deaths in Iran. Abbasimehr and Paki (2021) proposed three hybrid models that combine 

Long Short-Term Memory (LSTM), multi-head attention and Convolutional Neural Network

(CNN) with the Bayesian optimization algorithm to forecast the number of daily infected cases 

with COVID-19. Tajmouati et al. (2020) introduced a new approach to forecasting the total 

number of confirmed cases of COVID-19 based on the k-nearest neighbors' algorithm (k-NN). 

For more details, the reader should refer to the study conducted by Tajmouati et al. (2021). 

Moftakhar et al. (2020) compared the ARIMA and ANN models to predict the subsequent thirty 

daily new infected cases with COVID-19. In (Kırbaş et al. (2020)), confirmed COVID-19 cases 

of Denmark, Belgium, Germany, France, United Kingdom, Finland, Switzerland and Turkey 

were modeled with ARIMA, Nonlinear Autoregression Neural Network (NARNN) and LSTM 

approaches. Chakraborty and Ghosh (2020) presented a hybrid approach based on ARIMA and 

Wavelet-based forecasting (WBF) models to generate short-term forecasts (ten days ahead) of 

the number of daily-confirmed cases for Canada, France, India, South Korea, and the UK.

ARIMA models are widely used in linear time series forecasting. These models strongly 

assume that the future data are linearly dependent on current and past observations. However, 

many real-world time series data exhibit complex nonlinear patterns which cannot be modeled 

effectively by ARIMA. Several nonlinear models have been proposed in the literature to 

overcome this restriction. These include the bilinear model (Anderson et al., 1979), the threshold 

autoregressive (TAR) (Tong, 2011), and the autoregressive conditional heteroscedastic (ARCH) 

model (Engle, 1982). However, these methods present some limitations: they can model 

nonlinear time series that have specific nonlinear patterns. Therefore, their use in general 

forecasting problems is limited (Zhang, 2003). Artificial Neural Networks (ANNs) have been 

proposed to forecast time series. Their main power lies in their flexible nonlinear modeling 

capability. Over the other models can approximate a large class of functions with high accuracy 

without making assumptions on data or model form. More precisely, with ANN, there is no need 

to specify a particular model form. Instead, the model is adaptively formed based on data features.

The ANN is suitable for empirical data for which no theoretical guidance is available to 

suggest data generating process (Zhang, 2003). Some studies report the superiority of linear and 

nonlinear models in the literature. For example, Aras and Kocakoç (2016), Foster et al. (1992), 
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and Casey Brace et al. (1991) showed that linear models outperform ANNs. Likewise, Denton 

(1995), Hann and Steurer (1996), and Callen et al. (1996) reported the success of ANN over 

linear models when time series present high volatility and collinearity. However, no universal 

model is suitable under all circumstances (Büyükşahin & Ertekin, 2019). In order to overcome 

this limitation, various hybrid approaches have been proposed in the literature to take advantage 

of each employed model. The time-series data is often decomposed into linear and nonlinear 

patterns; then, one can model them separately using an adequate model.

Khashei and Bijari (2011) proposed a successful ARIMA-ANN that defines a functional 

relationship between the linear and nonlinear components. Babu and Reddy (2014) devised a 

new hybrid ARIMA-ANN that proposes a solution to volatile time series using a moving average 

filter. Zhang (2003) proposed a hybrid ANN-ARIMA model that achieves accurate predictions 

compared to individual models in many applications such as Adhikari and Agrawal (2013) and 

Ö mer Faruk (2010). In this context, this paper implemented the hybrid ANN-ARIMA proposed 

by Zhang (2003) to forecast the ten days ahead of the number of new confirmed cases for 

Pakistan, Tunisia, Indonesia, Malaysia, India, and South Korea. For simplicity, the Feed-forward 

Autoregression Neural Network with one single hidden layer is chosen among significant 

variants of neural networks since it is the most widely used model that brings fruitful results 

(Zhang, 2003; Safi et al. 2022).Experiments showed that the proposed hybrid approach is better 

than single and hybrid ARIMA-WBF models (Chakraborty & Ghosh, 2020). This result is 

evident since the COVID-19 confirmed cases contain both linear and nonlinear patterns. 

Therefore, making decisions based on an individual model would be critical. Moreover, the WBF 

model is designated to forecast non-stationary patterns (Chakraborty & Ghosh, 2020). As a result, 

combining it with ARIMA model is adapted to time series that are only linear and non-stationary, 

which is not the case for the new confirmed cases.

.

The primary motivation of this study is to model the new confirmed cases of COVID-19 

accurately. Accurate predictions are essential for the preparedness of outbreak management and 

anticipation of efficient policies. Due to the complex nature of new confirmed cases, linear 

models like ARIMA are hardly reasonable for such series. On the other hand, nonlinear models 

such as ANN are designed for pure nonlinear time series. As real-world time series are rarely 

pure linear or nonlinear (Zhang, 2003), it is strongly believed that the new confirmed cases 

contain both linear and nonlinear patterns. Thus, such a series would be better fitted by a model 

capturing both linear and nonlinear patterns, like the one presented in this study.

The main contributions of this paper are:

• This study confirms the proposed hybrid model ARIMA-NNAR over ARIMA, NNAR, 

and ARIMA-WBF in capturing the linear and nonlinear patterns of new confirmed cases of 

COVID19 for Pakistan, Tunisia, Indonesia, Malaysia, India and South Korea. More 
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concisely, experiments show that the accuracy measures are minimal for the ARIMA-

NNAR model compared to the other benchmark models for these countries.

• The results of this study are expected to help policymakers develop appropriate measures 

and policies regarding the COVID-19 outbreak.

• This study is one of the alternative studies for modeling the number of cases of COVID-19 

for other countries. It shares the code used to forecast the COVID-19 confirmed cases with 

the ARIMA-NNAR model. Hence, the user could employ this code to forecast the updated 

confirmed cases for different countries.

The rest of the paper is organized as follows: Section 2 presents an overview of ARIMA 

and Feedforward Autoregression Neural Network with a single hidden layer model and the 

generated hybrid model. Section 3 describes the experimental results for short-term forecasting 

of COVID-19 and compares the proposed model's performance to some benchmark models. 

Finally, section 4 contains a summary.

Methodology

This section briefly describes the models used in hybridization: ARIMA and NNAR 

models and the produced hybrid model ARIMA-NNAR. The motivation for using the hybrid 

model comes from the following reasons (Zhang, 2003). First, it is difficult for forecasters to 

determine an adequate model for a given time series. Therefore, several models are tested and 

selected with the most accurate result. However, the selected model is not necessarily the best for 

future data because of many factors such as structure change or model uncertainty. Therefore, 

combining different single models could solve the problem of model selection. Second, real-

world time series are rarely pure linear or nonlinear and often contain linear and nonlinear 

structures. As a result, such series can be modeled neither by ARIMA nor ANN since ARIMA 

cannot model nonlinear patterns and ANN alone cannot deal with the linear ones. Hence, such 

data could be accurately modeled by combining both models. Finally, almost universally agreed 

that no single model is the best in every situation. Moreover, many empirical studies, including 

several large-scale forecasting competitions, suggest that hybridization could improve the 

accuracy of single models (Zhang, 2003; Clemen, 1989; Ö mer Faruk, 2010; Khashei & Bijari, 

2011; Büyükşahin & Ertekin, 2019; Babu & Reddy, 2014).

ARIMA model

ARIMA is a classical time series model based on a description of the linear 

autocorrelations in the data. Given a time series 𝑦𝑡, an ARIMA(p,d,q) model is given by:
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𝑦𝑡
′ = 𝑐 +  𝜙1𝑦𝑡−1

′ + ⋯ + 𝜙𝑝𝑦𝑡−𝑝
′ + 𝜃1𝜀𝑡−1 + ⋯ + 𝜃𝑝𝜀𝑡−𝑝 + 𝜀𝑡, (1)

where 𝑦𝑡
′ is the differenced series, p and q are the order of the autoregressive model (AR) and the 

moving average model (MA), respectively, d is the level of differencing and 𝜀𝑡 is the random 

error at time t. The 𝜙𝑖  and 𝜃𝑗  are the coefficients of the ARIMA model. The error terms 𝜀𝑡 are 

supposed to be independent and identically distributed and follow a distribution with zero mean 

and constant variance (i.e., white noise). When fitting an ARIMA model to a given time series 

data, the Box-Jenkins approach is used (Ziegel et al., 1995). It refers to the iterative application 

of the following three steps:

• Identification: involves determining the possible orders of the ARIMA model (p,d,q) for a 

given time series. It consists first of transforming the series in order to make it stationary 

and stabilize its variance (the number of differentiations determines the order of integration: 

d), and then identifying the possible ARMA orders (p,q) of the transformed series by using 

the ACF and PACF plots. The first ACF and PACF that are significant are picked.

• Estimation: involves estimating the parameters 𝜑𝑖and 𝜃𝑗 of the different models obtained 

in the Identification step using the least square or maximum likelihood methods and 

proceeds to the first selection of models whose information criteria are minimal (AIC,BIC

ou AICc).

• Diagnostic checking: involves determining whether the model(s) specified in the 

Estimation step are adequate. Thus, the residuals obtained from the estimated model(s) are 

used to check whether they follow a white noise, using a Portmanteau test, usually the 

Box-Pierce test (See the Appendix).

These steps are applied iteratively until the Diagnostic checking step involves the adequacy of 

the model. The Hyndman-Khandakar algorithm is provided by the auto.arima function in R 

(Hyndman et al., 2008) is used to fit automatically the ARIMA model, which chooses AICc as an 

information criterion. However, this algorithm only takes care of the Identification and 

Estimation steps. So, even if someone uses it, he will still need to take the Diagnostic checking 

step himself.

NNAR model

A neural network is a network of "neurons" organized in layers: Input layer, hidden layers 

and output layer. It is used for complex nonlinear forecasting. Each layer of nodes receives inputs 

from the previous layers. The outputs of the nodes in one layer are inputs to the next layer. This 

study considers the autoregressive feedforward network with one hidden layer (Hyndman and 

Athanasopoulos, 2021). For a time series 𝑦𝑡 , the input variables are its lagged values 

(𝑦𝑡−1,𝑦𝑡−2,...). In the input layer, the input variables (i.e., lagged values) are combined linearly to 

give 𝑧𝑗 = 𝑏𝑗 + ∑ 𝑤𝑖,𝑗𝑦𝑡−𝑖𝑖 . In the hidden layer, the 𝑧𝑗  are combined using a nonlinear function, 

called activation function, such as a sigmoid, 𝑠(𝑧𝑗) =
1

1+𝑒
−𝑧𝑗

, to give the input for the next layer 
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(ie, output layer). Finally, the  𝑠(𝑧𝑗)  are combined linearly to output �̂�𝑡 = 𝑤0 + ∑ 𝑠(𝑧𝑗). 𝑤𝑗𝑗 . The 

parameters 𝑏𝑗, 𝑤𝑗 𝑎𝑛𝑑  𝑤𝑖,𝑗 are learned from the data. The parameters take random values to 

begin with, and these are updated until the model fits well data. The autoregressive feedfarward 

network with one hidden layer is usually denoted by NNAR(p,P,k)m where (p + P) is the number 

of input nodes (lagged inputs) and k is the number of hidden nodes. More generally, 

NNAR(p,P,k)m model has inputs (𝑦𝑡−1, 𝑦𝑡−2, . . . , 𝑦𝑡−𝑝, 𝑦𝑡−𝑚, 𝑦𝑡−2𝑚, . . . , 𝑦𝑡−𝑃𝑚) and k neurons in 

the hidden layer, where m is the seasonal period. A NNAR(p,P,0)m is equivalent to an

ARIMA(p,0,0)(P,0,0)m model. To fit an NNAR(p,P,k)m, the nnetar() function from the R 

package forecast can be used. If the parameters p, P and k are not specified, nnetar() selects them 

automatically. For non-seasonal time series, nnetar takes p as the optimal number of lags 

(according to AIC) for a linear AR(p). For seasonal time series, the default values are P=1 and p 

is chosen from the optimal linear model fitted to the seasonally adjusted data. If k is not specified, 

the default value is k = (p + P + 1)/2 (rounded to the nearest integer).

Hybrid ARIMA-NNAR model

This study proposes a hybridization of ARIMA and NNAR models. The new confirmed 

cases of COVID-19 are complex and can be seen as a combination of linear and nonlinear 

components. Therefore, the ARIMA model fails to produce accurate forecasts for such data sets. 

The ARIMA model underestimates the data, and there is still a part of the information that 

ARIMA cannot explain. This paper tends to remodel the ARIMA residuals using a NNAR model 

to solve the problem. The final predictions are obtained by summing the predictions from 

ARIMA and the adjusted residuals from NNAR model. Overall, in the ARIMA-NNAR model, 

the ARIMA is firstly used to model the linear component. Let 𝑒𝑡 denote the residual of the 

ARIMA model at time t, then:

𝑒𝑡 = 𝑦𝑡 − �̂�𝑡, (2)

where �̂�𝑡 is the estimation of 𝑦𝑡 by the ARIMA model. After that, the residuals 𝑒𝑡 are modeled 

using the NNAR model. Thus, with n inputs nodes, the NNAR model outputs:

�̂�𝑡 = 𝑤0 + ∑ 𝑤𝑗 . 𝑠(𝑏𝑗 + ∑ 𝑤𝑖,𝑗𝑒𝑡−𝑖
𝑛
𝑖=1 )𝑗 , (3)

where s is the activation function, 𝑤𝑗 , 𝑏𝑗𝑎𝑛𝑑 𝑤𝑖,𝑗 are the NNAR parameters, and  �̂�𝑡 is the 

estimated value of 𝑒𝑡 by NNAR. Finally, the prediction of 𝑦𝑡 is obtained as follows:

�̂�𝑡 = �̂�𝑡 + �̂�𝑡. (4)

To sum up, the general steps of the hybrid ARIMA-NNAR model are reported in figure 1.
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Figure 1. The General Steps of Predicting the Time Series yt using the Hybrid ARIMA-NNAR 

Model

Experimentation

In this paper, the dataset, including the number of daily new confirmed cases for six 

different countries, namely Pakistan, Tunisia, Indonesia, Malaysia, India, and South Korea, 

compares the proposed hybrid model against some benchmark models. The dataset consists of 

528 daily observations ranging from January 22, 2020, to July 02, 2021, out of which 518 data 

points are used for modeling purposes, and the rest ten are kept for assessing the model. The 

description of the datasets, the procedure of the hybrid method, and the experimentation's results 

are presented in the following subsections.

Datasets

The six univariate time series, namely the number of daily new confirmed cases for 

Pakistan, Tunisia, Indonesia, Malaysia, India and South Korea, are retrieved from the R package 

coronavirus that collects the data from Johns Hopkins University Center for Systems Science 

and Engineering (JHU CCSE) and is taken from January 22, 2020, to July 02, 2021. Overall, 

each dataset contains 528 observations. Figure 2 depicts the daily new confirmed cases of 

COVID-19 and shows the trend across the time for the six countries. The plots reveal clearly that 

the data are not stationary. Descriptive statistics of daily confirmed cases are given in table 1. 

According to table 1, the mean is greater than the median for all countries, which indicates that 

the data are positively skewed. Figures A.10, A.11, A.12, A.13, A.14, and A.15 presented in 

Appendix A.3 display the ACF and PACF plots for the six-time series and their differences at 

lags one and two. According to these figures, neither the ACF nor PACF cut off strictly at a 

yt

model
model

et = yt − L̂ t

model

the forecasts

ŷt = L̂ t ˆ+ et

L̂ t êt
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certain lag. Instead, they show infinite behavior. Thus, ARIMA models might not be suitable for 

such series.

Figure 2. Actual Values of New Confirmed Cases of COVID-19 for the Six Countries

Table 1

Descriptive Statistics of Daily Confirmed Cases

Country Min Q1 Median Mean Q3 max

Pakistan 0 570 1358 1820 2730 12073

Tunisia 0 4 384.5 819.6 1410.2 6776

Indonesia 0 692 3834 4221 5939 25830

Malaysia 0 19.75 576 1450.66 2192.75 9020

India 0 8278 28552 57770 64438 414188

South Korea 0 48.75 201.50 301.78 508 1237
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The ARIMA-NNAR model

The ARIMA-NNAR modeling is carried out in three steps:

Step 1: (Linear modeling): In a first step, the best ARIMA models are fitted by using the 

function auto.arima from the R package forecast. Overall, the best fitted models are 

ARIMA(4,1,0), ARIMA(5,1,3), ARIMA(3,1,5) with drift, ARIMA(3,1,2), ARIMA(0,1,2) and 

ARIMA(5,1,2) for Pakistan, Tunisia, Indonesia, Malaysia, South Korea, and India respectively. 

It is interesting to see that the residuals generated by ARIMA are far to be white noise (see figure 

3). Consequently, there is a part of the information which ARIMA did not explain. The NNAR

model is used to remodel this part, as explained in the next step.

Step 2: (nonlinear modeling): In a second step, the function nnetar from the R package 

forecast is used to fit the best model for the obtained residuals from step 1. The neural network is 

trained 1000 times and use the logistic function (i.e., sigmoid) as the activation function. Overall, 

the best fitted models are NNAR(21,0,11), NNAR(21,0,11), NNAR(15,0,8), NNAR(21,0,11), 

NNAR(27,0,14) and NNAR(27,0,14) for Pakistan, Tunisia, Indonesia, Malaysia, South Korea, 

and India respectively.

Step 3: (combination): Finally, the obtained results from step 1 and 2 are combined together.
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Figure 3. Plots of ARIMA Residuals for the Six Countries

Practically, this paper uses the following R code (see Figure 4):

Figure 4. The code used in Predicting New COVID-19 Confirmed Cases by ARIMA-NNAR 

model

Note: For a real forecast system, one can update the actual confirmed cases and use the previous 

code presented in Figure 4 to generate updated predictions.
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Results

To determine the efficiency of the ARIMA-NNAR model, it is compared with 

three benchmark models: ARIMA, NNAR, and ARIMA-WBF. The root mean square 

error (RMSE), mean absolute error (MAE), and mean percentage errors (MAPE) are 

used to evaluate the predictive performance of the models. To the best of our 

knowledge, these are the most common measures used to assess the accuracy of 

nonlinear and hybrid models (Ravazzolo et al. 2020; Safi et al. 2022). Table 2 shows 

the accuracy of the prediction of ARIMA-NNAR model over the benchmark models 

when the 518 observed data are compared with the prediction data. At this stage, we 

did not use MAPE for comparison since the data contain some zero values, which leads 

MAPE to take infinity values.

Similarly, table 3 reports the accuracy of the training models' prediction when the last ten 

observations are compared with the prediction data. According to table 2, the hybrid ARIMA-

NNAR provides more accurate results as it outputs the lowest RMSE and MAE. The NNAR 

model ranks second. Finally, the remaining models have inferior accuracy. After training, the

accuracy of trained models is assessed on the last ten observations. According to table 3, the 

accuracy measures of the hybrid ARIMA-NNAR are minimal for Pakistan, Tunisia, Indonesia, 

India and South Korea, which indicate its superiority over the other models. However, for 

Tunisia and Indonesia, though the accuracy measures of the ARIMA-NNAR model are minimal, 

they are still high, indicating overfitting. This could be explained by the change in structures of 

both series that ARIMA-NNAR fails to capture. Indonesia has recorded higher values since 

24/06/2021 (see table A.7) compared to the period fitted by ARIMA-NNAR.

Similarly, Tunisia recorded higher values since 23/06/2021 (see table A.6) compared to

the values fitted by the proposed model. Malaysia is the only country whose the NNAR gives the 

best results for the ten last observations, which indicates the nonlinearity of the series. On the 

other hand, the prediction errors by ARIMA are 17.72% and 89.41% for Pakistan and Tunisia, 

which are reduced by 20.20% and 53.09% by the application of hybrid ARIMA-NNAR. 

Similarly, the prediction errors by ARIMA-WBF are 45.77% and 15.18% for Indonesia and 

Malaysia, which are reduced by 30.69 % and 23.25% by ARIMA-NNAR. For India and South 

Korea, the prediction errors by the NNAR model are decreased by 43.41% and 37.25% by the 

application of the hybrid ARIMA-NNAR. A comparison of models fitted values and forecasts 

against actual values has been shown in figures 5, 6, 7, 8, 9 and 10, which reveals that the fitted 

values of ARIMA-NNAR model are close to the observed data. Furthermore, according to Box-

Pierce test applied to the residuals obtained from the ARIMA-NNAR model: 𝑟𝑡 = 𝑦𝑡 − �̂�𝑡 − �̂�𝑡 ,

all the p-values are greater than 0.05 (see Appendix A.1). Therefore, there is no autocorrelation 

in 𝑟𝑡. Thus, the residuals 𝑟𝑡are white noise, which indicates that ARIMA-NNAR fits well the six 

series. On the other hand, the fitted values of ARIMA and ARIMA-WBF are far from the actual 

data. Moreover, the ten forecasts generated by the models are far from the observed data for 

Tunisia and Indonesia, which indicate that NNAR and ARIMA-NNAR overfit the two series. In 
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contrast, the ARIMA-NNAR and NNAR forecasts are close to the actual observations for 

Malaysia, India, and Pakistan. Finally, for South Korea, only the ARIMA-NNAR forecasts are 

near to the current data. As a result, the ARIMA-NNAR model is trustable for Pakistan, India, 

Malaysia, and South Korea, which confirms the results of table 3. For more transparency, the 

reader could check by himself the reliability of the presented results through the tables A.5, A.6, 

A.7, A.8, A.9, and A.10 presented in the Appendix A.2, which report the actual values against 

the predicted values based on the presented models for the period 23/06/2021-02/07/2021.

Figure 5. Actual and fitted values along with ten days ahead forecasts based on hybrid ARIMA-

NNAR model for Pakistan
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Figure 6. Actual and Fitted Values along with Ten Days Ahead Forecasts Based On Hybrid 

ARIMA-NNAR Model and Benchmark Models for Tunisia
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Figure 7. Actual and Fitted Values along with Ten Days Ahead Forecasts Based On Hybrid 

ARIMA-NNAR Model and Benchmark Models for Indonesia
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Figure 8. Actual and Fitted Values along with Ten Days Ahead Forecasts Based On Hybrid 

ARIMA-NNAR Model and Benchmark Models for Malaysia
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Figure 9. Actual and Fitted Values along with Ten Days Ahead Forecasts Based On Hybrid 

ARIMA-NNAR Model and Benchmark Models for India
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Figure 10. Actual and Fitted Values along with Ten Days Ahead Forecasts Based On Hybrid 

ARIMA-NNAR Model and Benchmark Models for South Korea
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Table 2 

RMSE and MAE Values for Different Forecasting Models on Six Time Series Data Sets

Country Performancemetrics ARIMA NNAR ARIMA-WBF ARIMA-NNAR

Pakistan RMSE

MAE

712.62

394.33

183.20

114.52

797.80

401.91

152.96

87.82

Tunisia RMSE

MAE

463.53

243.27

54.36

32.06

497.17

256.94

42.61

24.54

Indonesia RMSE

MAE

664.15

420.82

306.05

207.97

665.10

431.15

249.03

167.68

Malaysia RMSE

MAE

319.99

171.67

58.16

34.53

347.86

189.79

37.72

24.37

India RMSE

MAE

6350.96

3448.24

2591.56

1412.74

6487.26

3631.24

411.43

228.99

South

Korea

RMSE

MAE

72.08

44.40

18.59

11.84   

       80.74

        50.19

7.00

3.70

Table 3

RMSE, MAE, and MAPE Values related to the 10 Days ahead Forecasting of Six Time Series 

Data Sets

Country Performance 

metrics

ARIMA NNAR ARIMA-WBF ARIMA-NNAR

Pakistan RMSE 213.48 244.94 216.04 182.80

MAE 180.43 189.98 171.43 149.06

MAPE 17.72 16.95 15.67 14.14

Tunisia RMSE 2483.91 2340.54 2371.77 2333.16

MAE 2156.36 2010.94 2058.16 2048.26

MAPE 89.41 77.79 80.59 41.94

Indonesia RMSE 7892.12 9123.16 7161.18 7467.41

MAE 7402.73 8276.82 6620.70 6949.17

MAPE 33.91 37.52 45.77 31.72

Malaysia RMSE 919.51 588.36 989.33 977.88

MAE 688.04 419.31 777.48 743.18

MAPE 13.22 7.23 15.18 11.65

India RMSE 3281.55 4672.74 3671.57 2747.55

MAE 3010.74 4350.81 3373.23 2370.85

MAPE 6.49 9.26 7.74 5.24

South Korea RMSE 152.21 215.54 150.99 139.60

MAE 125.93 180.92 117.87 114.95

MAPE 17.23 25.39 20.75 15.93
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Conclusion

Time-series forecasting models play an important role in estimating the spread of the 

COVID-19 pandemic. Accurate predictions are critical for implementing informed decisions

aimed at fighting this pandemic and controlling its spread. Given the complex nature of new 

confirmed cases of COVID-19, it is strongly believed that such data is a combination of linear 

and nonlinear patterns. In literature, different forecasting models have been used to forecast 

future cases of COVID-19 (Moslehpour et al., 2022). However, most of them just used single 

models that cannot capture the linear and nonlinear patterns of the data simultaneously. This 

paper proposes a hybrid model, called ARIMA-NNAR, that combines Autoregressive Integrated 

Moving Average and Autoregressive Neural Network with a single hidden layer model. ARIMA 

models were used to capture the linear patterns from the series, and NNAR fitted their nonlinear 

patterns corresponding to the ARIMA residuals. The global prediction is obtained by adding up 

the two predictions. For in-depth details, a general code describing the main steps of forecasting 

time series with ARIMA-NNAR model is given in Figure 4.

In order to evaluate the hybrid ARIMA-NNAR model, this paper has used the new 

confirmed cases of COVID19 for Pakistan, Tunisia, Indonesia, Malaysia, India and South Korea, 

in which the last ten observations are kept for testing purposes. According to the experiments, 

ARIMA-NNAR provides more accurate results than ARIMA, NNAR and ARIMA-WBF models 

for training and testing phases. More concisely, tables 2 and 3 show how the accuracy measures 

are minimal compared to the other stipulated models, which confirm the ability of ARIMA-

NNAR model to encapsulate the linear and nonlinear components of COVID-19 data sets.

However, this model might be subject to overfitting. For example, though ARIMA-NNAR fits 

precisely against its training data for Tunisia and Indonesia, it cannot perform accurately against 

testing data. This could be explained by failing ARIMA-NNAR to capture such series' structural 

changes. Changing the number of hidden layers or changing the function that links linear and 

nonlinear components could solve this limitation. We will consider these suggestions in future 

work.

It is worth noting that this study brings many implications. It confirms the efficacy of 

ARIMA-NNAR model over ARIMA, NNAR, and ARIMA-WBF in fitting linear and nonlinear 

components of COVID-19 datasets. Forecasting COVID-19 datasets with ARIMA-NNAR model 

anticipates the real damage caused by this pandemic in different sectors, which allow 

policymakers to implement the proper policies that reduce the anticipated damage. More 

importantly, this study shares the code of modeling COVID-19 datasets with ARIMA-NNAR 

model, allowing the user to forecast the updated data for different countries.
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Appendix

A. 1

The following table generates the results of the Box-Pierce test applied to the residuals of 

ARIMA-NNAR model (𝑖. 𝑒. , 𝑟𝑡) for Pakistan, Tunisia, Indonesia, Malaysia, India and South

Korea. Formally, the Box-Pierce test tests the hypothesis: 𝐻0:  𝜌1 = 𝜌2 = ⋯ = 𝜌𝑚 = 0 against 

𝐻1: ∃𝜌𝑖 ≠ 0, where ρi is the simple autocorrelation function of order i. The statistic used in the 

test is𝑄 = 𝑛. ∑ �̂�𝑗
2𝑚

𝑗=1 . In this study, we put m = 24.

Table A.4

Results of Box-Pierce Test related to the Residuals rt for Pakistan, Tunisia, Indonesia, Malaysia, 

India and South Korea

Country Q p-value

Pakistan 16.92 0.85

Tunisia 31.35 0.14

Indonesia 22.50 0.55

Malaysia 14.33 0.94

India 17.32 0.83

SouthKorea 16.90 0.86
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A. 2

Table A.5

Actual Values and Prediction of Daily Confirmed Cases using ARIMA-NNAR and Benchmark 

Models for Pakistan

Days Actual values ARIMA-NNAR ARIMA NNAR ARIMA-WBF

23/06/2021 1097 862 1298 925 1049

24/06/2021 1042 1089 822 856 1099

25/06/2021 935 860 1083 805 1108

26/06/2021 901 1044 1077 864 1194

27/06/2021 914 969 958 836 1003

28/06/2021 735 922 1068 868 1127

29/06/2021 979 1105 1023 916 1056

30/06/2021 1037 1028 1012 904 1044

01/07/2021 1277 905 1044 836 1065

02/07/2021 1400 1158 1020 873 1037

Table A.6

Actual Values and Prediction of Daily Confirmed Cases using ARIMA-NNAR and Benchmark 

Models for Tunisia

Days Actual values ARIMA-NNAR ARIMA NNAR ARIMA-WBF

23/06/2021 3638 2328 2189 2548 2497

24/06/2021 3951 2820 2712 2879 2643

25/06/2021 3467 2639 2675 2577 2709

26/06/2021 4664 2301 2250 2439 2391

27/06/2021 3524 2261 2082 2397 2236

28/06/2021 1914 2352 2184 2283 2325

29/06/2021 5251 2442 2287 2371 2430

30/06/2021 5921 2833 2465 2858 2611

01/07/2021 6776 2956 2603 2698 2737

02/07/2021 5882 2549 2519 2567 2649
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Table A.7

Actual Values and Prediction of Daily Confirmed Cases using ARIMA-NNAR and Benchmark 

Models for Indonesia

Days Actual values ARIMA-NNAR ARIMA NNAR ARIMA-WBF

23/06/2021 15308 14206 13914 14263 14270

24/06/2021 20574 14651 13822 14722 14512

25/06/2021 18872 14062 13230 13955 14299

26/06/2021 21095 13790 13350 13573 14366

27/06/2021 21342 14235 14053 14100 15091

28/06/2021 20694 13824 13699 12554 14615

29/06/2021 20467 13695 13322 11219 14152

30/06/2021 21807 14264 13718 11256 14456

01/07/2021 24836 14523 14055 11602 14656

02/07/2021 25830 14082 13634 10811 14201

Table A.8

Actual Values and Prediction of Daily Confirmed Cases using ARIMA-NNAR and Benchmark 

Models for Malaysia

Days Actual values ARIMA-NNAR ARIMA NNAR ARIMA-WBF

23/06/2021 5244 4958 5122 5186 4917

24/06/2021 5841 5662 5626 5688 5497

25/06/2021 5812 5922 5859 5758 5733

26/06/2021 5803 5886 5684 6737 5613

27/06/2021 5586 4968 5235 5908 5188

28/06/2021 5218 4955 4835 5435 4791

29/06/2021 6437 4811 4758 5015 4660

30/06/2021 6276 4887 5044 6072 4963

01/07/2021 6988 5183 5480 6584 5394

02/07/2021 6982 5909 5758 6556 5655
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Table A.9 

Actual Values and Prediction of Daily Confirmed Cases using ARIMA-NNAR and Benchmark 

Models for India

Days Actual values ARIMA-NNAR ARIMA NNAR ARIMA-WBF

23/06/2021 54069 53316 50818 51947 49786

24/06/2021 51667 48234 49554 48280 52234

25/06/2021 48698 49506 50568 46704 46985

26/06/2021 50040 47439 46409 44443 46574

27/06/2021 46148 43385 43265 41137 42963

28/06/2021 37566 32341 42694 35136 40401

29/06/2021 45951 47926 42616 39697 40179

30/06/2021 48786 46095 43785 43990 43554

01/07/2021 46617 46239 44448 39447 43193

02/07/2021 44111 47192 43384 39363 40856

Table A.10

Actual Values and Prediction of Daily Confirmed Cases using ARIMA-NNAR and Benchmark 

Models for South Korea

Days Actual values ARIMA-NNAR ARIMA NNAR ARIMA-WBF

23/06/2021 610 564 567 609 558

24/06/2021 634 595 567 583 623

25/06/2021 668 580 567 581 577

26/06/2021 614 474 567 484 594

27/06/2021 501 480 567 395 528

28/06/2021 595 522 567 355 579

29/06/2021 794 715 567 551 572

30/06/2021 762 563 567 492 568

01/07/2021 826 548 567 434 563

02/07/2021 793 606 567 505 560
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A. 3

Figure A.10. ACF and PACF for Pakistan
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Figure A.11. ACF and PACF for Tunisia
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Figure A.12. ACF and PACF for Indonesia
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Figure A.13. ACF and PACF for Malaysia
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Figure A.14. ACF and PACF for India
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Figure A.15. ACF and PACF for South Korea


